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EXECUTIVE SUMMARY

This report acts as a stepping stone towards the standardisation of road-based Connected
Autonomous Vehicle (CAV) development, to enhance the progress towards an Intelligent
Transportation System (ITS). It provides an overview of simulation Virtual Test
Environments (VTEs), simulation methods, and currently used Vehicle to Vehicle (V2V)
and Vehicle to Everything (V2X) communication technologies and protocols, with an
emphasis on their associated interfaces. A brief statement of Validation and Verification
(V&V) methods is presented followed by an introduction to the current standardisation
efforts in the CAV and V2X area.

The simulation overview consists of the application of Software-in-the-Loop (SiL),
Hardware-in-the-Loop (HiL), and Hybrid Vehicle-in-the-Loop (ViL) approaches as well as a
description of a VTE. Each simulation method is summarised through a description of a
widely used case study; for instance, simulation software (LGSVL) composed of a
simulation engine (Gazebo) and a system operation framework (ROS) for the case of SiL.
The simulation methods are linked to an appropriate stage of CAV and V2X technological
development via consideration of system requirements and project resource allocation,
such as cost and time.

SiL methods emphasise the development of software, focusing on the development of
independent vehicle decision making (AD Stack software) and transferring information
between vehicles, pedestrians, and infrastructure. HiL focuses on the validation and
development of hardware by inputting simulation data into the components such as
sensors, integrating the virtual and real-world, allowing for more flexible and robust testing.
Hybrid methods such as ViL combine both SiL and HiL implementations to test a range of
simulated scenarios in a controlled real-world environment.

This report focuses on two approaches to V2X communications, the Dedicated Short
Range Communication (DSRC) and Cellular Vehicle to Everything communication (C-V2X).
DSRC is primarily used for short range quick communications, defined by the IEEE 802.11p
protocols, however, does not extend to external networks. C-V2X is based on cellular
technologies developed by 3GPP. The application of 4G Long Term Evolution (LTE) or 5G
New Radio (NR) technologies allows for both direct and external network communications;
however, both struggle to overcome latency issues generated by signal band overloads.

The goal of this report is to provide a clear explanation of the current state of simulation
methods and V2X technologies. It also aims to highlight the interfaces associated and the
necessity of introducing standardisation procedures for CAV and V2X development.
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GLOSSARY

Terms and Abbreviations
Access Point AP Packet Data Convergence 

Protocol
PDCP

Application Programme Interface API Physical PHY
Artificial Intelligence AI Physical Broadcast Channel PBCH
Association for Standardisation of 
Automation and Measuring 
Systems

ASAM Physical Downlink Control 
Channel
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Automated Driving System ADS Physical Downlink Reference 
Signal
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Autonomous Vehicles AV Physical Layer Management 
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Connected Autonomous Vehicles CAV Physical Sidelink Shared Channel PSSCH
Control Channel CCH Physical Uplink Control Channel PUCCH
Controller Interface Device CID Physical Uplink Reference Signal PUSCH-
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Cyclic Prefix CP Physical Uplink Shared Channel PUSCH
Dedicated Short Range 
Communication

DSRC Quality of Service QoS

Distribution System DS Radio Frequency RF
Downlink DL Radio Link Control RLC
Downlink Control Information DCI Radio Resource Control RRC
European Telecommunications
Standards Institute

ETSI Roadside Unit RSU

Evolved Node B eNB Robot Operating System ROS
Extended Service Set ESS Second Generation CID CID II
Field of View FOV Service Channel SCH
Frequency Range FR Shared Device Access Protocol SDAP
Generation NodeB gNB Sidelink SL
Graphical User Interface GUI Sidelink Control Information SCI
Hardware-in-the-Loop HiL Sidelink Primary Synchronisation

Signal
S-PSS
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High Definition HD Sidelink Secondary 
Synchronisation Signal

S-SSS

High Definition Render Pipeline HDRP Society of Automotive Engineers SAE
High Level Architecture HLA Software-in-the-Loop SiL
Hybrid Automatic Receive 
Request

HARQ Standalone SA

Independent BSS IBSS Station Device STA
Input/Output I/O Synchronisation Block SSB
Institute of Electrical and 
Electronics Engineering

IEEE System Under Test SUT

Intelligent Transportation System ITS The 3rd Generation Partnership
Project

3GPP

International Organisation for
Standardisation

ISO The Institute of Electrical and Elec-
tronics Engineers Standards As-
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IEEE-
SA

Internet of Things IoT Ultra-Reliable Low-Latency Com-
munication

URLLC

Internet Protocol version Six IPv6 Uplink UL
Joint Architecture for Unmanned
Systems

JAUS User Equipment UE

Logical Link Control LLC Validation and Verification V&V
Logical Protocol Data Unit LPDU Validation, Verification, and Uncer-

tainty Quantification
VVUQ

Long Term Evolution LTE Vehicle Dynamics Model VDM
Master Information Block MIB Vehicle-in-the-Loop ViL
Media Access Control MAC Vehicle-to-Everything V2X
Model-in-the-Loop MiL Vehicle-to-Infrastructure V2I
Multimedia Broadcast Multicast
Services

MBMS Vehicle-to-Network V2N

New Radio NR Vehicle-to-Pedestrian V2P
Non-Standalone NSA Vehicle-to-Vehicle V2V
Onboard Unit OBU Virtual Test Environment VTE
Open Dynamics Engine ODE Visual Line-of-Sight VLOS
Open Systems Interconnection OSI WAVE Basic Server Set WBSS
OpenGL Utility Toolkit GLUT WAVE Short Message Protocol WSMP
Operational Design Domain ODD Wireless Access for Vehicular 

Environments
WAVE

Orthogonal Frequency-Division
Multiplex

OFDM World Magnetic Model WMM
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1 INTRODUCTION

Connected Autonomous Vehicles (CAVs) have been an active area of research within the
past few decades. The possibility of reducing road risk, improvement of traffic
management and significantly increasing ease of access is an exciting prospect for both
industry and governing bodies. Autonomous Vehicles (AVs) are the foundation of building
an Intelligent Transportation System (ITS), an Internet of Things (IoT) connecting vehicles,
pedestrians, and infrastructure in a ‘smart’ manner. The automation of such an essential
aspect of today’s society however, requires incredible levels of system and hardware
integrity, reliability and upkeep. Current research seeks to solve problems revolving around
sensor quality and attenuations due to external factors, or communication protocol Quality
of Service (QoS) and latencies. The connection of vehicles allows them to overcome Visual
Line-of-Sight (VLOS) and range limitations of on-board sensors for obstacle detection. This
generates demand for the development and improvement of Vehicle-to-Vehicle (V2V) and
Vehicle-to-Everything (V2X) communication methods, to enable collaborative perception
between connected vehicles.

The current most utilised approaches to V2X include the Dedicated Short Range
Communication (DSRC) and Cellular-V2X (C-V2X). The DSRC protocol used for
inter-vehicular communication is standardised across several layers, part of a system
architecture responsible for certain functions, and specifications. The Physical (PHY) and
Media Access Control (MAC) layers follow the Institute of Electrical and Electronics
Engineers (IEEE) 802.11p [1] standard, adapted for automotive communications from
previously defined WiFi protocols. The network and security protocols come from the
Wireless Access for Vehicular Environments (WAVE) protocols consisting of IEEE 1609.x
[2] and Society of Automotive Engineers (SAE) J2735 [3] standards. In Cellular-V2X
(C-V2X), the application of cellular bandwidths and communication technologies is dictated
by the 3GPP releases for 3G, 4G Long Term Evolution (LTE) and most recently 5G New
Radio (NR) V2X [4]. The development of the specifications set by 3GPP over the past
years can be seen Figure 1 below. Since the DSRC protocols are an extension of the IEEE
802.11 WiFi protocols, amendments to the these protocols are usually published with
respect to WiFi rather than V2X applications. A recent summary of advancements
prioritising the application to V2X technologies can be found in the IEEE 802.11bd-2022
protocols [5].

2013 2014 2015 2016 2017 2018 2019 2020 2021

Release 12-13 LTE Device-to-Device

Proximity based
Precursor to LTE V2X

Release 14 LTE V2X

Safety Applications
Broadcast only
Introduction of UL, DL, SL

Release 15 LTE eV2X

Enhancements on safety and
transmission applications
since Release 14

Release 16 5G New Radio (NR) V2X

Unicast, groupcast,
broadcast
Sidelink in ITS in FR1 and
FR2 bands

Release 17 5G NR V2X +

SL resource allocation
enhancements
UE relaying
UE power saving
SL positioning and range
Beamforming
UL, DL multicast

Figure 1: Diagram displaying the timeline of C-V2X development specified by the 3GPP Releases.
Each box summarising key concepts discussed within the release. Inspired by [6].
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Deploying autonomous transportation systems and intelligent infrastructure necessitates
rigorous validation of the software and hardware to ensure safety and reliability. This drives
a need for the standardisation of development and testing procedures across the industry,
including Validation and Verification (V&V) methods to provide certainty and confidence in
these systems before real-world operation. This report will provide an introduction to
simulation Virtual Test Environments (VTEs), Software-in-the-Loop (SiL),
Hardware-in-the-Loop (HiL), and Hybrid Vehicle-in-the-Loop (ViL) simulation methods;
providing case studies of currently used and accepted software, hardware, and
approaches. The report will then provide an overview to the technologies utilised in DSRC
and C-V2X by providing a description of protocol architecture and responsible channel
interfaces. A brief introduction to V&V methods will be provided along with a discussion of
the current state of standardisation within CAV and V2X development. Both V2X and CAV
technologies are regulated by standardisation bodies such as the British Standardisation
Institute (BSI), International Organisation for Standardisation (ISO), and the European
Telecommunications Standards Institute (ETSI).

2 AUTONOMOUS VEHICLE STATE OF THE ART

In recent years, CAVs have emerged as the fundamental technology required for the
development of an ITS. The desire for creating a ‘smart’ transportation infrastructure has
generated a huge demand for advancements in sensor technologies, artificial intelligence,
and communication systems among both industry leaders and academia.

2.1 Simulations

The appeal of the ITS lies in its potential to address road safety, drive economic
advancements and mitigate environmental impacts. The unification and automation of
transportation would give the ability to anticipate and avoid accidents caused by
interactions with pedestrians and infrastructure. However, integrating extensive automation
into critical infrastructure systems necessitates extremely high standards for software and
hardware integrity, security, and traceability. For autonomous vehicles especially, which
could profoundly impact daily life, this is imperative for industry-wide standardisation of
development, testing, and validation procedures to assure safety and reliability. The quality
and robustness of all components used in autonomous systems require certification
through rigorous testing and simulation-based on Validation and Verification (V&V)
methods discussed in section 2.2.4. The following subsections will discuss
Software-in-the-Loop (SiL), Hardware-in-the-Loop (HiL), and Hybrid Vehicle-in-the-Loop
(ViL) simulations as stages of CAV and V2X development, followed by a description of the
Virtual Test Environment (VTE) in which components are simulated.

2.1.1 Software-in-the-Loop

In simulations, the term ‘in-the-loop’ refers to incorporating a particular component of the
developed product inside a simulation. In the case of SiL, it refers to the initial designing of
sensor, engine, and autonomous driving (AD) software and interfaces which all need to
collaborate in a quick, efficient and reliable manner. The software, also referred to as an
AD Stack, enables the AV to perceive the environment, make decisions and navigate
without human intervention. It includes control systems, mapping and other algorithms
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such as machine learning or sensor fusion. Developing these components and the
interfaces between them is primarily conducted within SiL simulations and with the use of
open-source simulator software such as LG Simulator (LGSVL) [7] and CARLA [8], or
commercial simulators such as rFpro [9] and NVIDIA Drive Constellation [10]. Simulators
operate and utilise framework systems such as the Robot Operating System (ROS) [11]
through the use of physics engines such as Unreal Engine [12] or simulation engines such
as Gazebo [13], and mapping software such as OPENDRIVE [14]. The simulators are
typically accessible through Python or C++ application programme interfaces (APIs) [15].
The combination of the above listed software is used for generation of SiL simulation
frameworks for AV testing [16].

LGSVL is a simulator tailored for development of software systems due to its ability to
generate high definition sensor output data and VTEs [15], which enables high confidence
testing. Additionally, it also has applications to HiL and V2X simulations which will be
further discussed in sections 2.1.2 and 2.2. It utilizes Unity’s game engine [17] and High
Definition Render Pipeline (HDRP) technologies for simulation, and is capable of
generating photo-realistic VTEs by simulating fine tuned detail such as high definition (HD)
mapping, traffic or weather conditions throughout time-of-day [7]. It contains a
communication bridge which enables direct communication with the AD system tested, (AD
stack), and additionally is capable of integrating with open-source AD system platforms
such as Apollo [18] or Autoware [7][19]. A flow diagram representing the steps
incorporated in the use of LGSVL have been outlined in the Figure 2 below. Specific
LGSVL workflows as well as possible application to component modelling and simulating
scenarios are available and covered within [7].

Environment
creation

Digital Twin Map
or Generated

Map
Real World

Vehicle & Sensor
Model

Simulator
Plugins

Test Scenarios Scenario 
Player

Python API

Vehicle &
Sensors

AD Stack
Bridge

Logs 
(Ground Data)

Logs
(Sensor & Tracking

Data)

Analytics & Visualisation

LGSVL Simulator User Modules Third Party 

Figure 2: A flow chart representing the procedures used by the LGSVL Simulator. The diagram
shows at which stage certain aspects of the VTE are adjusted and which subsystems are directly

linked. Inspired by [7]
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AD stacks are complex and rapidly evolving, developing them therefore requires
integrating a myriad of fundamental software interfaces, spanning driver-level control, to
machine learning components. The depth and range of topics exceed realistic capabilities
for individual researchers or projects, hence, creating a demand for a framework for robotic
software development such as ROS, in both industry and academia. The design of ROS
can be summarised by a set of goals: Peer-to-peer, Tools-based, Multi-lingual, Thin, Free,
and Open-Source [11]. Consisting of a number of different hosts, and hence a peer-to-peer
topology, allows the system to avoid slow data traffic flows from a central server in a
heterogeneous network. The topology requires lookup mechanisms which allow for
interfacing during runtime, which is performed by a large number of tools within ROS. The
use of said tools extends to all operations within ROS such as measuring bandwidth
utilisation, plotting message data, and auto-generating documentation among others [11].
The operations within ROS are language-neutral and can be supported by various
languages such as C++, Python, Octave and LISP. The messaging layer is configured by
XML-RPC, which can be integrated easily into other languages. Since drivers used within
software developing frameworks may be useful or reusable elsewhere, ROS implements a
‘thin’ ideology, where all algorithms are placed within libraries called upon execution,
allowing for easier extraction of code for other purposes [11]. Lastly, debugging of stacks
implemented through ROS has been facilitated by making it publicly available, allowing for
simultaneous debugging of software and hardware components.

The development of AD stacks built on operation frameworks such as ROS occurs within
simulation software which use physics engines, such as Unreal, or simulation engines,
such as Gazebo. Gazebo is a 3D simulation engine, capable of simulating vehicles in a
robust and highly photo-realistic VTE through the Open Dynamics Engine (ODE) [20]. The
VTE closely resembling the real world visually improves the accuracy of visual camera
simulation, however, that doesn’t mean that it is such a good representation in other parts
of the electromagnetic spectrum required for other sensors such as LiDARs or RADARs.
To integrate AD stacks into simulator engines, specific interface packages, such as
gazebo_ros_pkgs in the case for ROS and Gazebo, must be implemented for configuration
[15]. Gazebo is a popular choice among simulation engines as it is capable of simulating
dynamic environments and gives control of virtually every aspect within the simulation.
However, it struggles to create large and complex environments due to lack of use of
newest technologies in modern engines such as Unreal or Unity [7] [15]. The Gazebo
architecture consists of a physics engine, visualisation software and world frameworks. It
utilises the ODE which includes features such as collision detection, mass and rotational
functions, and use of numerous joints [13]. The engine and visualisation interfaces
cooperate together to generate the VTE. The control over a simulation requires either a
User Interface (UI), for the case of Gazebo provided by OpenGL Utility Toolkit (GLUT) [21],
or an API script. A model, any object that maintains physical representation composed of a
rigid body, joints, sensors and interfaces to facilitate the flow of data [13], interacts with
external interfaces through the UI and APIs to run the simulation. The use of external
interfaces is flexible as numerous drivers such as Player’s Vector Field Histogram [22] or
Adaptive Monte-Carlo Localisation [23] may be integrated within the VTE. Case studies,
limitations and precise details on Gazebo design may be found within [13].
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2.1.2 Hardware-in-the-Loop

HiL simulations are the secondary step in the development of AVs. Once the desired AD
stack has been approved via V&V procedures, later discussed in section 2.2.4, the next
step is to integrate it with hardware. Rather than focusing on the development of software,
HiL simulations focus on Systems Under Test (SUTs) which can refer to any component of
a system in the context of quality testing, such as an onboard sensor. In comparison to SiL,
rather than testing software, HiL simulations ensure AV hardware components such as
sensors operate correctly and within the defined standards. HiL simulations still partly take
place on simulator software such as LGSVL or other platforms commonly developed on
ROS and Gazebo [24], however, rather than conducting everything virtually, the simulator
is connected and inputs data into a real external SUT as depicted within Figure 3 below.
The set up of the simulation causes the SUT to not be able to differentiate between a real
and a simulated input, allowing it to feedback into the simulation as it would in a real AV [7].
The following paragraphs will briefly discuss the aims and architectural structure of HiL
simulations followed by a description of hardware to simulation interfaces.

Simulation

System Under Test

Simulation output 
dataSUT Feedback

Figure 3: A simple diagram depicting the structure of a HiL simulation. Inspired by [25]

HiL simulations aim to observe hardware behaviour such as data inputs/outputs and
execution upon integration with an AD stack [25]. There are two main approaches to HiL
simulations; Open and Closed loop. Open loop simulations run independently without
using previously logged data from the SUT. While simulation data is archived for future
analysis, it does not get fed back to influence subsequent test runs [25]. In contrast, closed
loop simulations directly utilize prior SUT output data to inform calculations in subsequent
iterations, creating a real-time feedback loop [26] [27]. When designing HiL simulations it is
vital to ensure it accepts a variety of SUT configurations, can perform both closed and open
simulations, and that it is open and scalable. The simulator should flexibly integrate with
varying SUTs, and scale without needing entire redesigns for minor system changes,
ensuring affordable enhancements [25]. SUT complexity can vary from individual
components such as RADARs, LiDARs, or cameras, to full vehicles as discussed in section
2.1.3 [24]. The architectural frameworks of HiL are closely related to those developed for
the purpose of SiL. Details of such frameworks can be viewed in the works of [24], [25],
and [27].

Since the simulation frameworks for HiL and SiL are similar, the major challenge when
developing a HiL simulation is how to integrate the hardware into the simulator. The
hardware and simulator require an interface which will allow for the transmission of data
inputs and outputs both in Open and Closed loop simulations. To account for this bridge, a
Controller Interface Device (CID) needs to be implemented within the loop [26]. The speed

Page 5 of 27



NPL Report MS 55

and quality of CIDs can be classified via generations. First generation CIDs use slow
speed communication interfaces such as RS-232 (standard serial communication) and
tend to implement only 32 or fewer input/output (I/O) channels [26]. On the other hand,
second generation CIDs (CID II) utilise a motherboard-daughterboard design built around a
microcontroller linked through USB as its data communication interface [26]. Increasing to
64 I/O channels through a 24/12 volt interface allows for high speed real time
communication of large datasets which are required in HiL simulations. CIDs mediate the
interface between hardware and simulations, however, they are not capable of directly
communicating with simulations models which must be accounted for through in-built
simulator packages. CID to simulator interface software must be capable of reading,
writing, formatting, synchronising, and transmitting data and must consider issues such as
communication initialization, information configuration and error handling. Details of these
considerations have been explained within [26] for the case of CORSIM [28], an alternative
simulator.

2.1.3 Vehicle-in-the-Loop

Vehicle-in-the-Loop (ViL) simulations, a form of Hybrid simulations, are an advanced
extension of a HiL simulation which allow for the addition of physical testing. As mentioned
previously an SUT can consist of any number of components working together, hence
setting up an entire vehicle as the SUT is one of the final stages of AV simulation testing.
The test incorporates a real vehicle connected to a model of itself generated within a VTE;
where the modelled vehicle encounters obstacles or specific road scenarios and sends
data to the real vehicle which then responds accordingly. ViL tends to be the shortest and
final stage of AV testing and validating due to its related expenses and requirements.

Similar to HiL, ViL takes place both in the real world and the virtual. A ViL testbed consists
of a VTE, a vehicle model, a physics engine, sensor models, visualization tools, interface
tools and code generation capability [24]. Some of these components such as a physics
engine, visualisation and interface tools and VTEs are embedded within simulation
software such as LGSVL. Once again, similar simulation software, such as those created
on ROS and Gazebo through the control of APIs, may be used for the virtual aspect of the
testing. The complexity of ViL simulations stem from the incorporation of a precise vehicle
model and the VTE. The vehicle’s general structure such as visual geometry, configuration
and connection of parts, and specification of sensor placement is often represented in the
Unified Robot Description Format, utilising XML Macros [24]. External factors such as
kinematic and dynamic constraints, or other physical attributes are defined within the VTE
through the simulation or physics engine. A model of a vehicle must account for factors
such as runtime solvers, behaviour of kinematic robotic simulation, and the validity of
vehicle component dynamics in comparison to the real world [24]. Solutions to specific
scenarios within the considered factors, ViL framework, as well as examples of vehicle,
sensor and environment models have been presented and explained in depth in [24] and
[29].

An entire vehicle is a very complex combination of software and hardware, so specific
interfaces allowing for clear control and communication between components is necessary.
The interfaces also depend on the method chosen for the ViL simulation testing. For ViL to
take place, a real vehicle must be connected and receive inputs from a simulation. It must
also act upon these inputs by adjusting acceleration or path. To do this, however, it needs
to be within a safe environment that allows for the vehicle to react without creating to any
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hazards. such an environment can be implemented either through a safe training ground,
such as a closed off training course, or through a roller test bench. The specific integration
of a roller test bench into the ViL has been explained in [29], where the simulation
framework for ViL consisting of SysML [30] and the Contact and Channel Model [31] for
definitions of structure and behaviour have been used. In contrast, a real environment
approach has been used in [24]. To interface the vehicle control and data transmission
within the loop without the use of a test bench, [24] used the Joint Architecture for
Unmanned Systems (JAUS) [32]. The integration of JAUS into simulation and operation
systems requires implementation of a communication bridge, such as the ROS/JAUS
interface [33]. Both of these approaches require specific adaptations to the VTE in which
the virtual vehicle is placed.

2.1.4 Virtual Test Environments

The needs of the different aspects of AV development need to be considered during the
development of a VTE. The simulations need to be able to recreate specific conditions or
scenarios for AD stack or SUT testing. The adaptation of those conditions to test specific
components is conducted through the adjustment of the VTE and the models within it.
Models for traffic, pedestrians or weather conditions are very commonly adjusted through
the use of VTE interfaces to allow for niche testing of components.

The VTEs need to be tailored to the needs of the component being tested, not just to
ensure the validity of the simulation but also allocate project resources efficiently. For
example, testing of software functionality of path planning during the SiL stage, does not
require robust graphical representation of vehicles or pedestrians. Instead higher accuracy
of object dynamics should be considered along with the presence of an obstacle [34]. A
highly detailed graphical representation of the environment might however be required
during testing of the full AD stack. Common examples of adjustable components which
need to be controlled for testing include dynamic objects such as pedestrians, animals and
vehicles; terrain, roads, buildings, intersections, and trees; and physical phenomena such
as gravity, air density and pressure, or other weather conditions [34]. The dynamics and
kinematics of bodies are expressed through the Vehicle Dynamics Model (VDM) which
typically consists of six degrees of freedom: position, orientation, linear velocity, linear
acceleration, angular velocity and angular acceleration [35] [36]. Extensions to modelling of
dynamic objects such as pedestrians and vehicles are found within simulator libraries. For
instance, CARLA contains an asset library which specifies building, vehicle or pedestrian
details. An asset library containing vehicle models with a variety of inertial properties and
powertrains, allows the dynamics of an individual vehicle to be simulated more accurately
[34]. Specific pedestrians can also be modelled dynamically via considerations of age,
size, or health to increase the accuracy of the simulation for sensor testing [8] [37].

To generate desired terrain, specific models such as the Digital Terrain Model [38] or the
parametric geometry model used in OPENDRIVE [39] need to be implemented into the
physics engine. Physical phenomena incorporated through models to allow for real-time
HiL operations are also a key component of the simulation [36]. Properties such as gravity,
magnetic fields or air pressure and density can be integrated through the GRACE model
[40], World Magnetic Model (WMM) [41], and the 1976 U.S. Standard Atmosphere Model
[42] respectively. Additionally, the VTE aims to control other parameters such as lighting or
solar angles. More general conditions such as rain may also be implemented through
physical models, based on reflection of light from individual raindrops, as described within
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[43], or data driven models based on data from real events such as storms. Additional
concepts such as collision detection, failure simulation or sensor noise may be
implemented into simulation [34].

Adjusting VTEs and implementing previously stated models into simulation requires a
communication bridge with the physics engine. This communication generally can be
conducted via the use of a graphical user interface (GUI) [44] or through direct
communication with the software in the form of MATLAB, Python, or C++ APIs. The GUI
allows for easy and direct communication with the physics engine to make any adjustments
to the VTE of modelling. An example of a GUI can be seen in the NVIDIA Opens DRIVE
Constellation Platform [45]. The GUI allows direct adjustments of scenario, vehicle, and
world modelling as depicted in figure 4 below. Although the GUI allows for VTE
manipulation with ease, it is limited to the factors included by the developers. Any
modelling not included within the GUI has to be adjusted through the use of APIs. Some
engines such as Unity [17] accept inputs both from UIs and APIs. The setup of Unity allows
for seamless integration of the use of APIs and GUI through a direct interface of C# scripts
to objects. The scripts defining models, behaviour or interactions may be attached to
objects within the editor. The GUI then provides a visual representation of the components,
allowing for the building of a dynamic VTE [46].

Figure 4: GUI in the NVIDIA Opens DRIVE Constellation Platform. [45]

2.2 Intelligent Transportation System

Development of CAVs theoretically enables a safe and reliable automated mode of
transport. The perception and field of view (FOV) of the vehicle may be limited due to
obstruction of the Visual Line-of-Sight (VLOS) of the sensors by vehicles, buildings or
terrain. One approach to overcome this sensor limitation is to integrate data from
numerous vehicles. The combination of data would generate an extensive dynamic map of
the environment, allowing vehicles to not be limited by obstructions or the range of
sensors. This approach can be further extended to all aspects of transportation.
Communication of vehicles with other vehicles, infrastructure, or pedestrians would create
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an Internet of Things (IoT) and allow for its micromanagement - an Intelligent
Transportation System (ITS). The data transmission requires specific communication
methods such as the Dedicated Short Range Communication (DSRC) or the Cellular
Vehicle to Everything (C-V2X). To ensure the system’s reliability and safety, the
communication channels need to meet specific latency and Quality of Service (QoS)
standards set by the International Organization for Standardisation (ISO), The British
Standards Institute (BSI), and The Institute of Electrical and Electronics Engineers
Standards Association (IEEE-SA); later discussed in Section 3.

2.2.1 Dedicated Short Range Communication

Dedicated Short Range Communication (DSRC) is predominantly used for vehicle safety
warnings and traffic management within the ITS and operates at the 5.9 GHz bandwidth
[47]. It is a short range (∼ 1km) and relatively simple form of communication focusing on
Vehicle to Vehicle (V2V) and Vehicle to Infrastructure (V2I). The DSRC interface
responsible for communication is based on the combination of a Physical (PHY) and a
Media Access Control (MAC) layer based on the IEEE 802.11a protocols [1].

The DSRC architecture is based on the Open Systems Interconnection (OSI) model
created by an ISO committee in 1979 [48]. It is a seven layer framework for multi-device
communication protocols allowing for the standardisation of heterogeneous informatics
networks. The architecture is composed of the Physical, Data Link, Network, Transport,
Session, Presentation, and Application layers [48]. Within the DSRC, the layers of the OSI
above the PHY and the MAC layers are defined by the Wireless Access for Vehicular
Environments (WAVE) protocol [2] [49] [50]. The WAVE architecture is built on units
installed within components one wishes to communicate with. For DSRC the
communicating components include infrastructure, which contains Roadside Units (RSUs),
and vehicles, which contain Onboard Units (OBUs). The units exchange information
through a fixed radio channel called the Control Channel (CCH) and can create small IoT
networks called WAVE Basic Server Sets (WBSSs) which can also extend and connect to
a wide-area network [50]. Communication of units within a WBSS takes place through
specific Service Channels (SCHs). WAVE operates using two communication protocols,
the Internet Protocol Version Six (IPv6), and the WAVE Short Message Protocol (WSMP).
WSMP is utilised to transmit short messages of certain parameters to ensure other
components receive the signal in required time, however, is incapable of extending to
networks which in turn is handled by the IPv6 protocol [50]. Implementation of the
Transport, Application, and Presentation OSI layers as well as security services are
specified by WAVE protocols. The overview of the DSRC structure can be found in Figure
5 below. Further details of the protocols within each layer, security or operations can be
found within [50] and [51].
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Figure 5: Diagram representing the architecture of DSRC used in the USA. The diagram builds up
from the PHY layer and depicts when protocols are implemented. [52]

The starting point of the DSRC architecture consists of the PHY and MAC layers defined by
802.11a protocols [1] [50]. The PHY layer is the most fundamental component of the OSI
model [48] as it is responsible for the transmission and reception of data as well as
specifying the channel bandwidths or transmission power [50]. It can be further split into
the Physical Medium Dependent (PMD) and the Physical Layer Convergence Procedure
(PLCP) sublayers governed by clause 17 within IEEE 802.11 [52]. The PMD interfaces
directly with the wireless medium through signal transmissions defined as multicarrier
orthogonal frequency-division multiplex (OFDM) signals [53] based on the WAVE system
[2]. The PLCP, on the other hand, defines the mapping between the MAC frame and the
PHY layer data unit [52]. The management of the PHY layer is handled by a plane protocol
called the Physical Layer Management Entity (PLME) [50]. Details of the PMD and the
PLCP sublayers can be found within [52]. The specific PHY layer channel characteristics
can be modelled through a multi-dimensional correlation function of the time-varying
Channel Impulse Response (CIR) and its Fourier transform, the time-varying Channel
Transfer Function (CTF) [54] [55]. The CIR and CTF are based on physical parameters of
the signal including scattering models, path loss [56], Doppler attenuation, and others [57].
Further explanation of those parameters along with equations for the CIR and CTF, as well
as a review of works discussing channel modelling, characteristics, and classification can
be found within [55] and [58] with a range of supporting references. While the PHY layer is
responsible for signal generation and reception, it requires an interface allowing it to
communicate with other vehicles, i.e. the MAC layer.

The MAC layer is a part of the Data Link layer of the OSI Model, along with the Logical Link
Control (LLC) sublayer based on IEEE 802.2 protocols [59]. The MAC layer is the interface
responsible for distribution of OFDM signals, generated by the PHY layer, among 802.11
station devices (STAs) [52]. The architecture of the MAC layer (IEEE 802.11a) can be
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defined as a combination of service sets: the Basic Service Set (BSS), Independent BSS
(IBSS), and the Extended Service Set (ESS) [51]. The IBSS is specifically defined as an
ad-hoc network composed of STAs. The BSS utilises an Access Point (AP) which acts as a
master STA, whereas, the ESS is a composition of two or more BSSs connected through a
Distribution System (DS) [51]. The LLC sublayer is responsible for the correct allocation of
signals between networks and devices. More specifically, it defines the Logical Protocol
Data Unit (LPDU) transfer and error control on wireless links between DSRC units [60]. It
controls the data flows between service APs through classification of unacknowledged
connectionless modes (Type1) and acknowledged connectionless modes (Type3). Only
Type3 modes support error control and sequence delivery through the use of stop-and-wait
Automatic Repeat reQuests (ARQ) [61] for short messages within the DSRC [60]. The
collaboration of the MAC service sets along with the allocation through the LLC sublayers
form the fundamental communication interface within the DSRC. A more extensive
description of the service set architecture of MAC and LLC protocols along with
considerations of signal transmissions have been presented within [51] and [60]. The IEEE
802.11 [1], 802.2 [59], 1609 families [62], along with the SAE J2735 [3] are the protocols
defining the WAVE system implemented in DSRC.

2.2.2 Cellular Vehicle to Everything

The Cellular Vehicle to Everything (C-V2X) communication method is a more recent
approach to V2X technologies. Compared to DSRC, C-V2X is a more powerful form of
data transmission, operating through recent technological advancements implemented in
Long Term Evolution (LTE) 4G [63] or New Radio (NR) 5G [64] networks in the 5.9 GHz
frequency band for V2X. C-V2X is better suited to communication with other components of
the ITS such as V2P, V2I and V2N than DSRC, however, it struggles in terms of latency
and server overloading. C-V2X operates on two interfaces based on 3GPP LTE Standards
[65]; the PC5 [66] and the Uu interface [67] [68]. PC5 is the interface responsible for direct
short range communications referred to as Sidelink (SL), and the Uu interface is
responsible for the cellular network communications through Uplink (UL) and Downlink
(DL) channels. Additionally, Uu can also be incorporated into SL transmissions as Mode 3
network-controlled modes [6].

C-V2X is a combination of PC5 and Uu interfaces, both responsible for transmissions
between different components of the ITS. PC5 focuses on direct and quick
communications, similarly to DSRC, by providing reliable dynamic information. It doesn’t
require a cellular network and focuses on transmissions between local wireless devices
(V2V, V2I, and V2P) such as RSUs and OBUs, also referred to as User Equipment (UE)
[66]. The Uu interface is mostly responsible for V2N communications which allow features
such as network assisted driving or cloud computing [67]. With the development of 5G
technologies, SL within NR V2X is capable of achieving Ultra-Reliable Low-Latency
Communication (URLLC) latencies of 1 ms [69], enabling transmission of essential
parameters within required time frames, hence, increasing and managing the Quality of
Service (QoS) [6]. SL utilises two types of transmission mode, Mode 3 through the Uu
interface and Mode 4 through the PC5 interface. Mode 3 is a network-controlled mode
which assigns resources and parameters such as sub-channels through UL and DL
transmissions. The allocations are assigned by LTE evolved Node B (eNB) and/or NR next
Generation NodeB (gNB) base stations [70]. The parameters are then used by UEs directly
to communicate between one another through the Uu interface [6]. Mode 4 is a distributed
mode where UEs independently allocate and select their resources and transmission
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parameters based on channel conditions. The signal does not go through a base station
but information of its usage may be reported to the network [6]. A visual representation of
the communication links used within C-V2X has been presented in Figure 6 below. The
following paragraphs will focus on elaborating on the architecture of PC5 and Uu interfaces.

Figure 6: Diagram showing communication links used between various components of the ITS,
along with associated interfaces [71].

NR V2X uses the 3GPP architecture built upon a Physical Layer operating at Frequency
Range 1 (FR1) of 410 MHz - 7.125 GHz and Frequency Range 2 (FR2) of 24.24 GHz -
52.6 GHz [72] [73]. The transmissions use the OFDM waveform with a cyclic prefix (CP)
and are organised within radio frames, each with a duration of 10ms [6]. It is designed to
enable URLLC transmissions through utilising the PHY, MAC, Radio Link Control (RLC),
Packet Data Convergence Protocol (PDCP), Shared Device Access Protocol (SDAP), and
Radio Resource Control (RRC) layers presented within Figure 7 below. The physical
structure of NR V2X is composed of various signals and channels, more specifically the
Physical Sidelink Broadcast Channel (PSBCH), the Physical Sidelink Feedback Channel
(PSFCH), Physical Sidelink Shared Channel (PSSCH), and the Physical Sidelink Control
Channel (PSCCH) [70]. The PSBCH transmits periodic Master Information Blocks (MIBs)
which are responsible for UE-to-UE communication along with Sidelink Primary
Synchronisation Signals (S-PSS) and the Sidelink Secondary Synchronisation Signals
(S-SSS). The combination of the PSBCH, S-PSS and S-SSS forms the Signal
Synchronisation Block (SSB) used in SL synchronisation [70]. The PSFCH was designed
to transmit Hybrid Automatic Receive Request (HARQ) messages [74] between the
receiver UE and the transmitter UE and occupies the last one or two slots of OFDM
symbols [67] [70]. The PSSCH and the PSCCH collaborate on the transmission of Sidelink
Control Information (SCI) messages. The first stage of the SCI message which includes
frequency resource allocation and time resource allocation are sent through the PSCCH
while the PSCCH directly linked with a corresponding PSSCH handles the second stage of
the SCI message which includes HARQ process ID, Source ID, and Destination ID [70].
More detailed explanations of the communication channels, signal modelling, and 3GPP
standardisation updates can be found in [6], [66], [67], [70], and [71].
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Figure 7: Structural overview of 5G NR V2X layer architecture. Inspired by [70].

Uu V2X communications are conducted through UL and DL transmissions under NR
Non-Standalone (NSA) and Standalone (SA) deployments which can be sent through
Multimedia Broadcast Multicast Services (MBMS) [6] [75]. They are responsible for signal
transmissions between UEs and cellular base stations, gNBs for the case of NR 5G V2X.
Similarly to PC5 and SL communication, specific physical channels are responsible for
various forms of communications. The messages sent from UEs to gNBs transmit via the
Physical Uplink Shared Channel (PUSCH) and are returned back via the Physical Downlink
Shared Channel (PDSCH). This approach can be seen in the case of SL Mode 3 signals
where base stations configure the periodicity of sub-channels using Downlink Control
Information (DCI) through the PDCCH [6] [76]. Other parameters such as HARQ
messages, scheduling assignments, and power control commands are exchanged
between UEs and gNBs through the Physical Uplink Control Channel (PUCCH) and the
Physical Downlink Control Channel (PDCCH). Specific signals such as channel states,
system information such as cell identity or configuration parameters, or resource requests
are transmitted through the Physical Downlink/Uplink Reference Signal
(PDSCH-DMRS/PUSCH-DMRS), Physical Broadcast Channel (PBCH), and the Physical
Random Access Channel (PRACH) respectively. Elaboration on channel functions,
characteristics and modelling along with expansion on SL, UL, and DL modelling may be
found within 3GPP specifications [6], [65], [70], [71], [75], [76], and [77].
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2.2.3 Simulation Interfaces for Vehicle to Everything

The development of V&V for CAV consists of:

1. Model in the Loop (MiL) [78], the testing of channel or attenuation models as
presented in [6];

2. SiL simulations, the development of AD stacks;

3. HiL simulations, the testing and validation of SUTs;

4. Hybrid simulations [79], the integration of simulation and real world environments and
scenarios such as traffic [79] [80] or emergency procedures [81].

However, in comparison to the development of AD stacks, V2X validation may be
conducted through two approaches. The signals generated within the PHY layer for both
DSRC and C-V2X can be modelled and broadcasted within the simulation through the
application of data transfer interfaces such as the IEEE 1609.4 protocol for DSRC and PC5
and Uu for 5G NR V2X. However, due to the complexity and advancement of technology
from the 802.11 to 5G NR [82], the PHY layer of C-V2X is not commonly modelled directly.
Similar models representing real world behaviour of 5G technologies may be implemented
instead, depending on project resources. The complexity of directly simulating NR
technologies has introduced the alternative approach to validation of V2X. Numerous
connected VTEs generating output data may be run simultaneously through the use of a
simulation platform based on the IEEE Standard for Modelling and Simulation - High Level
Architecture (HLA) [83], through the application of APIs [81] [84]. The transmission of data
outside of the simulation, removes the necessity of modelling NR technologies.

The validation process for DSRC communication methods involves transmitting simulated
signal data from the 802.11p PHY layer across multiple devices under specific scenarios.
The simulation primarily focuses on generating signal outputs from the PHY layer, which
dictate properties such as transmission power or bandwidths as discussed in section 2.2.1,
via application of a Radio Frequency (RF) model. The signal is then transmitted through
the PLCP sub-layer interface into the Data Link MAC sub-layer which then distributes the
data further into the LLC sub-layer in accordance with the IEEE 1609.x protocols [62], in
particular the 1609.4 protocol [85]. The protocol incorporates a time-division scheme which
facilitates the concurrent use of a range of server channels, allowing for simultaneous use
of different applications. The data is transmitted by alternating the CCH and the SCH in
Sync intervals in which either channel is utilised for 50ms, allowing for approximately ten
intervals per second [86]. The simulation architecture for the implementation of DSRC
technologies, specifically the IEEE 1609.4 protocol has been depicted in Figure 8 below.
This architecture can then be extended to conduct V&V procedures, discussed in Section
2.2.4, at appropriate stages of development. Details of implementing various DSRC
protocols and modelling within a range of simulators can be found in [85], [86], [87], and
[88].
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Figure 8: Diagram showing the architecture for DSRC IEEE 1609.x protocol simulations, outlining
relevant interfaces and processes occurring within the MAC layer. Inspired by [86]

As stated previously due to the complexity of C-V2X technologies explicitly modelling NR
communications technologies provided in the 3GPP releases [6] may prove challenging.
However, depending on project time, budget, and computational power, one may want to
directly simulate 5G technologies for a more robust and exact representation of the real
world. Approaches to C-V2X simulation may be found in [6], [89], and [90]. An example of
simulation architecture for channel signal modelling can be seen in Figure 9 below.
Alternatively, simplified models closely resembling real world properties, as presented in
[80], [91], [92], and [93], can be used instead, allowing for more flexibility and availability for
smaller scale projects. A third approach to simulating in the development of C-V2X uses an
integrated simulation platform - a comprehensive tool providing an integrated ecosystem
for conducting, managing, analyzing, and visualizing multiple simulations. This allows for
testing of communication methods externally between simultaneously running simulations
and removes the necessity of simulating 5G technologies. Simulation platforms operate on
frameworks such as the HLA, which sets the standards for cooperation between parallel
running simulations [94]. Examples of utilising simulation platforms can be found in [90],
[95], [96], and [97]. The application of each approach depends on project resources and
may be selected accordingly.
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Figure 9: Flow diagram representing the architecture and process of implementing C-V2X, in
particular 4G LTE and 5G NR V2X, channel modelling into a simulation. Inspired by [6].

2.2.4 Validation and Verification

Validation and Verification (V&V) is the process of warranting confidence and the integrity
of an SUT or AD Stack. Generally, the validation refers to ensuring that modelling is an
accurate representation of the real world, whereas, verification confirms that software and
hardware align with expected models. In the context of system development, it can be
considered as ensuring a component satisfies particular requirements for validation and
required specifications for verification. The V&V framework can be extended further to
account for uncertainty, forming the Validation, Verification, and Uncertainty Quantification
(VVUQ) [98]. During the V&V procedures of a system, numerous tests are ordered such
that they increase in complexity and in degree of relevance to the real world. Scenarios
and requirements [99], defined by organisations such as the Association for
Standardisation of Automation and Measuring Systems (ASAM), are initially tested virtually
then integrated more with the real world. The V&V procedures vary depending on the
component of the system being tested, for instance, software requirements may include the
validation of decision making whereas hardware requirements may include sensor quality.
The V&V process for CAV and V2X requires more robust procedures due to the
introduction of the opaque nature of decision making by artificial intelligence (AI). A model,
proposed by ISO, used for the development of V&V pyramids and procedures has been
presented in Figure 10 below. More robust reviews of V&V methodologies may be found in
the likes [100], [101], and [102].
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3 INTRODUCTION TO STANDARDISATION

Standardisation is the implementation and development of technical standards based on
the expert consensus from a range of interested parties, such as research bodies,
governing bodies, or industrial firms. As seen in the previous sections, the methods used in
the development of CAV and V2X technologies are flexible and vary greatly, from
fundamental decisions such as choice of operating systems, simulator software or physics
engines, to fine-tuned modelling and testing scenarios. Currently, many standards exist for
the quality of software and hardware components, however, any research conducted via
the use of simulations is unregulated and determined by the preference of project leaders
or availability of project resources.

Standards relating to CAV and V2X have been issued by organisations including the British
Standardisation Institute (BSI) [103], International Organisation for Standardisation (ISO)
[104] [105] [106], and European Telecommunications Standards Institute (ETSI) [107]
which provide clear specifications and requirements for software and hardware quality and
operations. Protocols defining software and hardware, such as the IEEE 802.11x, 1609.x
and 3GPP releases, are tested against standards and safety regulations provided by the
above stated organisations. The BSI provides documentation on concepts such as
‘Assuring the operation safety of automated vehicles - Specification’ [108], ‘Data collection
and management for automated vehicle trials for the purpose of incident investigation –
Specification’ [109], and ‘Operational Design Domain (ODD) taxonomy for an Automated
Driving System (ADS) - Specification’ [110]. The ODD specifies the environment for
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operations in which the CAV or ADS should be capable of performing dynamic tasks safely
[110]. Overall, the PAS specification is commonly used in defining the ODD and provides
frameworks for safety case development as portrayed in Figure 11 below. The safety cases
predominantly depend on the objective of the review and generally consist of consideration
of independent safety case review, process review, and self-certification. Previously
defined Acts of Parliament and regulations form the framework of safety cases, a tabular
representation of commonly applied acts and regulations can be seen in Figure 2 below.
The specifications and frameworks provided by BSI, ISO, and ETSI define the
requirements for safety, data management, system operation, and many more aspects;
they are an essential part of CAV development and implementation into everyday life.

Figure 11: Diagram representing a high-level overview of considerations and framework used for
the development of safety cases as presented in the BSI PAS 1881:2022 [108].
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Safety case area Relevant legislation and good practice
Trial and testing • Road Traffic Regulation Act 1984

• Road Vehicles (Construction and Use) Regulations 1986
• Road Traffic Act 1988
• DfT’s Safety requirements for automated vehicle trials and test-
ing, including its latest Code of practice

• DfT’s Highway Code
• Law Commission’s Automated vehicles: Joint report
• Zenzic’s Safety case framework
• CCAV’s Code of practice: Vehicle authorisations and exemp-
tions for more complex CAV trials

• BSI PAS 1882, PAS 1883, and PAS 1884
Trial Vehicles • Road Vehicles (Construction and Use) Regulations 1986

• Road Vehicles (Approval) Regulatons 2020
• BSI PAS 1880
• Driver and Vehicle Standards Agency or Vehicle Certification
Agency

Testing location • UK GDPR
• Data Protection Act 2018
• DfT’s safety requirements for automated vehicle trials and test-
ing, including its Code of practice

Data, security and
connectivity

• DfT’s safety requirements for automated vehicle trials and test-
ing, including its Code of practice

• DfT’s Key Principles of vehicle cyber security
• BSI PAS 11281 and PAS 1885

Table 2: A table presenting currently used acts and regulations in safety case frameworks [108].

There is currently a lack of widely accepted standards for the use of simulation software.
The choice of simulation software, platform, robotic operation system frameworks, or
physics engine is mostly dependent on project resources. Certain software, which may use
more out-dated technologies which provide a less accurate representation of the real
world, may have been chosen due to the computational capabilities available for the
project, as seen in the use of older software such as Gazebo instead of more advanced
choices such as Unity or Unreal. This choice may lead to discrepancies in research since
more modern software is capable of utilising more advanced technologies such as ray
tracing [111] [112] for modelling and graphical representations. Additionally, the choice of
modelling methods also increases uncertainty in simulation. The use of physical or data
driven models may impact the quality of the simulation, but is once again dependent on the
availability of data or on the computational power at hand. In general various open-source
or licensed software may be used for research purposes, most with varying modelling
capabilities. More commercial organisations may also decide to keep simulation
frameworks under commercially sensitive restrictions which further increase the lack of
unification of simulations. The use of different interfaces, system architectures, or methods
implemented in the design of VTEs create a lack of harmonisation across the field which
ultimately restricts innovation and potentially leads to challenges for developers as they
may have to abide to different standards set in their regions.
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4 CONCLUSION

In conclusion this report has provided an introductory review of the state of the art for
simulation software, hardware, and methods used in the development of vehicular
communications. The report focused primarily on the interfaces used in V2X development
and between simulation software, operation system frameworks, and physics engines. The
report identified the different simulation stages, MiL, SiL, HiL, and Hybrid, along with their
appropriate use at each stage of V2X development. The architecture, frameworks, and
prior models used for development of DSRC and NR 5G V2X technologies were explained
through discussion of system structure and protocols dictating the most fundamental
concepts such as signal generation, data allocation, and transmission. The report focused
on the interfaces used in both communication methods, in particular the IEEE 1609.x
protocol family, PC5 and Uu interfaces, and the methods used to implement those
protocols within simulations. Finally the report introduced the concept of validation and
verification for software and hardware in the CAV sector and outlined the current state of
standardisation in CAV development projects, highlighting the necessity for the
standardisation for CAV and V2X technology development via simulations.
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