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Abstract— Semiconductor integrated circuits operated at cryo-
genic temperature will play an essential role in quantum
computing architectures. These can offer equivalent or supe-
rior performance to their room-temperature counterparts while
enabling a scaling up of the total number of qubits under control.
Silicon integrated circuits can be operated at a temperature stage
of a cryogenic system where cooling power is sufficient (~3.5 + K)
to allow for analog signal chain components (e.g., amplifiers and
mixers), local signal synthesis, signal digitization, and control
logic. A critical stage in cryo-electronics development is the
characterization of individual transistor devices in a particular
technology node at cryogenic temperatures. This data enables
the creation of a process design kit (PDK) to model devices and
simulate integrated circuits operating well below the minimum
standard temperature ranges covered by foundry-released models
(e.g., —55 °C). Here, an efficient approach to the characterization
of large numbers of components at cryogenic temperature is
reported. We developed a system to perform dc measurements
with Kelvin sense of individual transistors at 4.2 K using
integrated on-die multiplexers, enabling bulk characterization of
thousands of devices with no physical change to the measurement
setup.

Index Terms— Cryo-CMOS, cryogenic electronics, /-V curves,
MOSFET, quantum computing, semiconductor device modeling,
silicon-on-insulator (SOI).

I. INTRODUCTION

UANTUM computing devices based in semiconduc-

tor systems offer many possible advantages of ready
scalability by harnessing existing fabrication technology [1].
Application-specific integrated circuits (ASICs) fabricated
using established foundry processes can be operated at
low temperatures to support the scalable control of the
large number of qubits necessary for error correction [2].
Integrated multiplexing and signal processing reduce the
number of connecting lines between cryogenic stages and
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room-temperature instruments and reduce the complexity of
the room-temperature readout instrumentation required [3].
Significant progress has been made in the development
of quantum-orientated CMOS-based cryogenic control sys-
tems [4], [5], [6], [7] which can be utilized in a variety
of quantum device platforms including superconducting
qubits [8], [9] and trapped ions [10]. At the most fundamental
level, confident cryogenic integrated circuit design begins with
test and validation of the elementary transistor components
in the technology node under realistic cryogenic operation
conditions. This is necessary because the operating parameters
of silicon devices are dependent on temperature, and this
dependence cannot be extrapolated from foundry-provided
models (often only rated down to —55 °C [11]) due to the onset
of cryogenic effects which contribute significantly to very low-
temperature behavior. The device parameters captured in the
process design kit (PDK) used in electronic design automation
(EDA) tools need to accurately reflect realistic operation
at low temperatures. Significant efforts to characterize and
model the behavior of low-temperature transistors have been
performed [12], [13], [14], [15].

The full range of device variability that can be expected
due to factors such as random dopant fluctuations, variability
in critical device dimensions, and variations in material purity
must also be captured. The effects of this variation on device
behavior changes and often increase from room tempera-
ture to cryogenic temperatures [16]; therefore, multiterminal
current—voltage (/-V) characterization of a large number
(thousands) of individual transistors at cryogenic temperature
is required to extend the simulation of such transistors into the
cryogenic environment.

Capturing a comprehensive set of cryogenic test data
presents logistical challenges. The overhead of wire-bonding
individual transistor device terminals combined with practical
constraints of die size, cryostat wiring, and thermal cycle
times make this approach impractical. At room temperature,
these measurements are typically performed at the wafer scale,
using an automated wafer prober to access dedicated pads
for each transistor across large arrays of devices. There are
advantages to this approach. Wafer-level probing of indi-
vidual devices allows for simpler and more standardized
de-embedding approaches to be followed. It has been shown
that this method can be extended to cryogenic environments
by utilizing highly specialized cryogenic probe systems [17].
This method allows wafer-scale variability to be measured in
an analogous way to the traditional foundry PDK development
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process; however, it lacks flexibility and accessibility due to
the heavy dependence on expensive, specialist equipment and
inefficient use of wafer area.

An alternative is to use an integrated multiplexer to switch
multiple devices to a single set of pads on a die for analog
force and sense connections. This greatly increases the number
of devices that can be characterized in a set time frame and
die area compared to bonding individual transistors while
greatly reducing the cost-of-entry barrier compared to full
wafer probing. Multiproject wafers (MPWs) can be used for
fairly cost-efficient fabrication of a small number of test dies
without paying for a full wafer. Still, to incorporate cryogenic
variability on a global scale (interdie, interwafer, etc.) into a
PDK in addition to local mismatch, multiple dies must be
measured, so a bonded-die-based measurement system will
benefit from the ability to easily swap bonded samples while
minimizing disturbance to the rest of the measurement system.

Here, we report measurement results from such a system
constructed to test cryogenic silicon components at the lowest
level (i.e., individual transistors) in support of cryogenic PDK
development. In this system, a combination of on-die multi-
plexers and a modular daughterboard/socket configuration for
bonded samples grants a large degree of flexibility. Thus, the
same core setup can be used across standard research-focused
cryogenic systems such as a dilution fridge or a dipping
probe in a helium Dewar, and bonded samples can be rapidly
swapped out limited only by the time needed for thermal
cycling of the system.

II. REQUIREMENTS

Here, we briefly outline the requirements for the test system.

Temperature: Positioning of the various elements of con-
trol and readout circuity in a quantum computing system
is based on a compromise between the benefits of compact
integration with the quantum device layer and cooling power
requirements [18]. It would be more convenient to operate
quantum devices and all classical control/readout electronics
at the same stage; progress on the operation of spin qubits
at elevated temperatures [19], [20], [21] may permit a single
common cryogenic stage operating in the few-Kelvin regime.
Low-power multiplexer circuits and their associated digital
control circuitry are well suited for monolithic integration with
quantum devices to reduce the off-die wiring requirements
without raising the on-die temperature to the point of signif-
icant detrimental effects on spin qubits [19]. Some control
circuitry such as simple signal generators may not exceed
the cooling power limitations of the mixing chamber plate
of a dilution fridge but may be better suited to heterogeneous
integration in which these electronics are on a separate die
from the quantum devices and are largely thermally isolated to
avoid degrading qubit fidelities [3]. More power-hungry signal
chain components such as amplifiers, mixers, and analog-
to-digital converters (ADCs) typically must be operated at
higher-temperature stages (e.g., the second stage of the pulse
tube cooler of a dry dilution fridge sometimes referred to as
the PT2 stage, typically T = 3.5 K) where cooling power is
much greater but latency and wiring are still minimized, and
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cryogenic performance benefits can be realized. In any case,
one must perform characterization measurements in a system
with a very similar temperature and thermalization profile to
that of the intended end application to ensure the applicability
and accuracy of any derived models. Local on-die thermometry
is also required to fully understand the effects of self-heating
and heating among devices on the same die.

Bias/Power Lines: Standard integrated circuit design best
practices such as electrostatic discharge (ESD) protection and
digital logic reset control are required to produce robust and
reliable parts. In addition, devices with different maximum
operating levels are typically used (e.g., thin- and thick-oxide
gates for core and IO implementation, respectively). As such,
multiple supply voltages need to be delivered to the die.
In addition, for silicon-on-insulator (SOI) technologies, back-
gate bias voltages for some of the circuitry may be externally
drivable to allow for tuning the performance [22]. As the
device operating conditions can vary drastically between room
temperature and cryogenic temperatures, the instruments sup-
plying these voltages must have current-limiting/-monitoring
and appropriate power-up sequencing capabilities to ensure
proper operation and optimize for low power.

Digital Control: Logic signals are required to initialize the
state of multiplexers and other configurable components of
the logic circuit. The maximum clock rate of these signals
may be limited by the use of low-dissipation cryogenic wiring,
which is often in the form of lossy resistive twisted pairs with
no individual screening. However, operation at slower digital
clock rates (e.g., kilohertz range) to accommodate such wiring
is typically acceptable, as the digital instructions to enable
multiplexer connections to a device can still be delivered
in a timescale that is orders of magnitude shorter than the
measurement time for that device.

Packaging: A demountable sample package is required for
quick and easy swapping of prebonded samples. This must
also be compatible with ESD requirements.

Instruments: Two low-noise, high-resolution source-
measure units (SMUs) are required to characterize drain
current and gate leakage current while a third SMU maintains
a common potential for the source terminal of the device
independent of voltage drops across wiring/multiplexer
terminals. Note that in this article, DUT refers to the entire
die, whereas individual transistor devices being measured on
the die are simply referred to as devices.

III. MEASUREMENT SYSTEM

A. Overview

We have created a measurement system for the sensitive dc
analog tests of multiplexed cryogenic components. Fig. 1(a)
shows a block diagram of the measurement system. At room
temperature, three distinct types of instrumentation are used:
dc bias sources, digital pattern generators, and SMUs. These
are coupled to the DUT using a cryogenic wiring loom.
We use a dipping probe for immersion of test samples into
a liquid helium bath (T = 4.2 K). This provides a rapid
turnaround for sample testing at a similar temperature to that
found on the second-stage pulse tube cooler of a dilution
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Fig. 1. (a) Block diagram of the key components in the measurement system.
A die containing multiple device arrays, each consisting of 1024 transistors
accessed via a multiplexer is wire-bonded to a demountable PCB “daughter
card.” A corresponding multipin socket mounted to a liquid helium dipping
probe provides an interface to the digital circuitry necessary to configure
the state of the multiplexer as well as the analog circuit used to conduct
the measurements on the selected device. (b) Photograph of the bonded die.
By recessing the die within a multilevel PCB and utilizing the surface of both
levels, the density of bond pads can be increased, minimizing the length and
approach angle of bond wires needed.

fridge (I = 3.5 K). This ensures excellent thermalization
but does not easily allow for measurements at temperatures
other than that of liquid helium, making the development of an
isothermal model the most straightforward option. Isothermal
modeling is discussed in more detail in Section IV-D. The
sample is wire-bonded to a daughter board which mates with
a cryogenic socket. The DUT on the daughter board could be
any integrated circuit with separate terminals for bias, digital,
and analog lines, extending the use of this system beyond just
individual transistor measurements.

B. Integrated Circuits (DUTs) and Sample Packaging

Two integrated circuits designed in a 22-nm UTB SOI
process are measured, each with a similar implementation
of integrated multiplexers to access thousands of devices for
measurement along with on-die digital control logic and ESD
protection. An example sample is shown in Fig. 1(b) adhered
and bonded onto a custom daughter board. A multilayer sam-
ple mount FR4 PCB is used to provide optimized placement
schemes for the ~50 wire bonds required for a DUT. A manual
wire bonder is used with Al:Si (1%) wire of diameter either
25 or 17.5 pm depending on the DUT. A multipin connector
socket on the cryogenic system interfaces with contact pads
on the daughterboard.

Each die contains four 1-to-1024 multiplexers, each con-
necting to a “farm” containing a different family of transistor
devices which can be individually accessed for a total of eight
transistor families able to be modeled. Each of these farms is
in the form of 32 x 32 arrayed individual transistor devices of
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varying width, length, and number of fingers (NFs) to allow
for model extraction. In the second integrated circuit, a few
positions in each farm are occupied by short, open, and 50-
Q load structures to allow for multiplexer characterization
and some de-embedding. A tradeoff between having more
copies of same-size devices for variability analysis and having
a greater variety of different dimensions present within the
farm for modeling real device geometry-scaling effects must
be considered when determining the farm contents.

The core multiplexer unit cell structure contains an analog
signal pass gate, or switch, formed by an N-channel FET
(NFET) and P-channel FET (PFET) in parallel with digi-
tally driven gate voltages to define the on and off states as
shown in Fig. 2(a). Since the increased threshold voltages of
these devices at cryogenic temperatures result in substantially
increased ON-resistance when the pass voltage is near the
midpoint of the high and low supply voltages, Vpp and Vsg
(in some cases both the NFET and PFET may be in the
subthreshold regime even with the pass gate in the “ON” state),
the back-gate voltages (not shown) of the multiplexer pass
gate FETs are externally driven to enable shifting the device
thresholds nearer to their room-temperature values [22].

All-pass gates in the four farm multiplexers on a die share
the same NFET back-gate bias and the same PFET back-gate
bias voltage since individual control is not practical. Each
transistor device has two pass gates connected to each of
its source, gate, and drain terminals with a star connection
as close as possible to the device to allow for local voltage
sensing in a Kelvin measurement setup for each terminal, com-
pensating for dc voltage drop across the multiplexer and the
rest of the inline system components. The careful routing of
this sense line connection is vital for devices that support high-
current operation. An additional two pass gates are connected
to gate contacts on the opposite side of the channel to allow
for local gate resistance thermometry (GRT) [23], allowing for
the characterization of self-heating of the devices. Thus, a total
of eight bond pads can be used to access a single farm, and
32 total bond pads allow complete access to the four farms on
a die.

The die contains a file of 32-bit registers such that a register
for one-hot row selection and another register for one-hot
column selection is used to turn on the pass gate to the device
at the selected row/column pair. An on-die test access port
(TAP) compliant with IEEE 1149.1 [24] allows for writing
and reading the contents of the registers via a standard digital
interface supporting up to megahertz-range clock rates.

C. Wiring and Continuity Tests

Enamel-coated cryogenic wiring looms (twisted pairs) were
used [25] within the dipping probe. Two looms of 12 pairs
each provide enough wiring for several sets of force/sense
lines along with biasing voltages and digital control lines. This
form of wiring controls the thermal load into the Dewar and
gives reasonable protection from vibration-driven triboelectric
noise which can affect low-level current measurements [26].
Using matched conductor material (and hence the Seebeck
coefficient) on pairs of analog lines nominally cancels any
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thermoelectric voltages across the temperature gradient. The
lack of shielding is not a problem during measurements
(when the digital bus is quiet) but this does preclude very
high-frequency operation for digital lines.

After preparing the sample and again after cooling, a test
procedure can be performed to test the connectivity of the
wiring using the expected properties of the ESD protection
circuits on the various lines. The characteristics of the ESD
protection diodes change with temperature such that high
voltages may be reached following typical constant-current
continuity test routines at cryogenic temperatures—care
should be taken to minimize the applied bias magnitude
and duration to avoid damage to internal circuitry while
maintaining the ability to discern the diode response in these
conditions. These measurements can be used to corroborate the
successful connection of each wire to an active pin and detect
rare failures of the bonding that can occur during thermal
cycling.

D. System Bias and Digital Instrumentation

Bias signals are sourced from a room-temperature multi-
channel DAC with per-channel current monitoring. The current
draw on each line is a key diagnostic that can be used to
inform a software limit on power-up. Power-up sequencing and
slew rate limiting rules are followed to prevent high transient
currents and ensure the DUT is repeatably initialized into the
desired state. Digital logic signals at kilohertz-range frequen-
cies are sufficient to address and write the multiplexer control
registers without a major impact on overall measurement time.
A room-temperature opto-isolated digital pattern generator and
logic analyzer along with a logic-level shifter are used to
transmit and receive digital communications with the DUT.

E. Analog Instrumentation

Analog transistor dc characteristics can be probed with
multiple source-measure units (SMUs) as shown in Fig. 2(b).
Typically, one unit controls drain—source bias, and the other
controls gate—source bias. These are bound to a common
reference point whose potential can be arbitrarily set with
respect to chassis ground by the third SMU. When using a
Kelvin sensing configuration, each device terminal must have
independent lines for current injection (“force”) and voltage
monitoring (“sense”). These can be implemented as parallel
switching routes to a multiplexed device terminal as previously
described. Sensing voltages on the device side of the multi-
plexers allows for accurate real-time compensation for voltage
drops due to the impedance of the measurement leads and
multiplexer switches. This system also gives control over how
the analog circuitry as a whole is referenced to the low-side
supply Vss. This allows the full range of accessible potentials
on each terminal, defined by ESD protection structures, to be
utilized.

The drain—source current in a gate sweep will span a
range of sub-nA currents in the subthreshold regime to more
than 0.1 mA in inversion. This is often best handled with
a fixed current measurement range to avoid discontinuities
at range changes, though this may sacrifice precision in the
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Fig. 2. (a) High-level circuit diagram of an on-die multiplexer structure

allowing analog connections to be established with Kelvin sense to each
terminal of a selected transistor. Gate contacts are established at opposite
sides of the channel to allow gate resistance thermometry to be performed.
A pair of 32-bit registers (one for one-hot row selection and another for
one-hot column selection) are used to turn on the pass gate to the device
at the selected row/column pair. Each signal pass gate is formed by an
NFET and PFET in parallel. For a farm containing NFET devices for
measurement as shown, a pull-down FET is activated for devices that are
not selected; for a farm containing PFET devices for measurement, a pull-up
FET is used instead. (b) Diagram of analog instrument connections used to
conduct a 6-terminal measurement with Kelvin sense (FH, SH, FL, and SL
corresponding to force-high, sense-high, force-low, and sense-low channels
of SMUs, respectively). The ESD protection diodes in blue demonstrate the
value of using SMU3 as a reference to the system ground. SMU3 in this case
can bias the source at an arbitrary reference potential with respect to system
ground, enabling full control and optimization of measurements to avoid
excess forward-bias currents flowing in any ESD diodes while maintaining
high-impedance sense lines.

subthreshold regime. The accuracy of SMU voltage output can
be checked against an instrument with a calibration traceable
to the SI Volt via the Josephson effect [27]. Using an HP-
3458A digital voltmeter (DVM) as a transfer standard, with
accuracy better than 1 part per million (ppm), we have checked
that the deviation in the voltage sources is < 200 wV/V in the
range 0-2 V, within the accuracy quoted by the manufacturer
of 500 uV/V at 1 V [28]. The current measurement accuracy
of each SMU can be established by setting its output to 0 V
and measuring a reference current generated by applying a
known potential difference across a standard resistor whose
value (known better than 0.5 ppm) is traceable to the quantum
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Fig. 3.  Example 0.8-V farm multiplexer switch characteristics measured
at 4 K across a range of pass voltages (relative to the ground voltage of
the switch circuitry) with appropriate switch FET back-gate biases applied
to enable cryogenic operation. (a) Leakage current measurement conducted
on an open structure, including leakage current effects from both the force
line switch and the connected sense line switch. (b) Force line and sense line
switch ON-resistances independently measured at 1-uA pass current.

Hall effect [29]. The current readout gives an uncertainty
within 10 ppm of nominal, within the manufacturer’s specifi-
cation [28]. This performance is adequate to extract parameters
like ON current /., and the threshold voltage Vi, at the <1%
level as seen below without further corrections.

F. Leakage Subtraction

In an accurate electrical measurement, even sub-nA leakage
between terminals can result in measurement errors. This can
arise in PCBs, room-temperature and cryogenic cabling, and
on the die itself. The leakage in the wiring can be tested
by removing the sample assembly. The leakage of cryogenic
loom varies between manufacturers and is also temperature
dependent, typically reducing markedly at low temperatures.
A wire-to-wire leakage of > 100 G2 is desirable.

Leakage on the die arises mainly from ESD protection
structures, OFF-state drain—source leakage through the disabled
pass FETs of other multiplexer channels, OFF-state leakage
through the disabled pull-down/-up FETs, and gate leakage
from the various FETs. These leakage effects can be mea-
sured (and then subtracted from actual device measurements)
by measuring the open structures in the farms. As leakage
current is often voltage-dependent, one must take care to
apply the best approximation of voltages the different FETs
will experience during device measurement when performing
these leakage measurements for subtraction. The sense lines
and their switches are designed for minimal leakage such that
leakage due to the disabled pull-down/-up FETs can compen-
sated. An example open structure leakage current measurement
(including leakage from both force and sense switches) along
with separate force and sense switch ON-resistances are plotted
across switch pass voltage in Fig. 3.

IV. RESULTS
A. Representative [-V Curves

Fig. 4(a) shows example drain current versus gate—source
differential voltage (I;—Vg) curves from a single device at
0.05 V drain—source bias (V) at a range of back-gate voltages
at temperatures of both 4 and 300 K. Key parameters such as
the threshold voltage, subthreshold slope, and mobility can
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be extracted as a function of back-gate voltage, drain—source
bias, and temperature. Data taken under various bias conditions
can be used to extract dc parameters for an industry-standard
compact model such as BSIM-IMG (a multigate model appli-
cable because the transistors are in an SOI technology with
a back gate) [30]. Fitting measured data across a range of
device geometries yields a model card (i.e., a set of model
parameters used for simulating a certain device type) that can
then be used for arbitrary dc simulations of any device size
and bias conditions. A demonstration of simulations using a
BSIM-IMG v102.9.6 model card extracted from measured 4 K
data and closely matching the corresponding measurements is
shown in Fig. 4(b) for four geometries at V4 = 0.05 V.

B. Parameter Selection and Sweep Rates

For dc [-V characterization at cryogenic temperatures,
the optimal step size within a voltage sweep considers the
tradeoff between measurement time and the accuracy in an
extracted model’s I-V curve shape. As a rough estimate,
measurements at approximately 40-100 gate—source biases
are typically required for a Vs sweep extending from the
subthreshold region into the strong inversion regime to provide
sufficient information for model building; fewer points are
generally required for Vys sweeps. Careful determination of
threshold voltage and transition between different regions
of operation is crucial for model parameter extraction and
validation. In these regions in which the real device effects
of channel length modulation, drain-induced threshold shifts,
and so on [31] can be observed, smaller steps may be justified.
In the deep-subthreshold region, FET devices also show gate-
induced drain- and source-lowering effects [32]. Due to the
very low current values, modeling such regions of operation
requires denser sweep points. However, the kind of circuit
to be designed (e.g., digital, high-power versus low-power
analog, RF) must be considered. For some applications, very
low current regions of operation may not require a very
accurate model, and, therefore, a coarse sweep for this region
of operation will suffice. For digital circuits, the threshold
voltage and the current in saturation are critical, so step size
may be decreased in those regions of operation to ensure an
accurate model.

Typically, curve shapes in moderate and strong inversion
regions show predictable behaviors that can fit well from
relatively coarse sweep points; however, a few exceptions exist
for cryogenic behavior. For example, certain devices exhibit an
intersubband scattering effect in the inversion regime requiring
a smaller step size in gate voltage sweep to determine a
good fit for the observed behavior as shown in Fig. 4(c).
This behavior results from a transition from conduction within
a single-energy subband in weak inversion to two-subband
conduction as higher inversion carrier density in the lowest
subband leads to some carriers beginning to occupy the
second lowest subband [33]. This results in a sharp decrease
in mobility as scattering between the two energy levels of
electrons can then occur, producing a hump in drain current I,
and a double hump in transconductance g,,. Industry-standard
compact models such as BSIM-IMG do not currently include
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Fig. 4. (a) Drain current of a single NFET as a function of gate-source bias (/;—Vs curves). Measurements were taken at Vgs of 0.05 V with back-gate

voltages (Vps) of 0, 1, and 2 V (increasing back-gate voltage corresponding to a lighter shade). Measurements taken at 300 and 4 K can be seen with solid
and dashed lines, respectively. (b) I;—Vg curves at Vgs = 0.05 V and back-gate voltage of 0 V at 4 K for four geometries of NFETs represented by different
colors. Dashed lines represent measurement data, while solid lines represent BSIM-IMG v102.9.6 model simulations using model parameters extracted from
the 4 K measurement data demonstrating a relatively good fit as a proof-of-concept for cryogenic PDK model building. (c) I;—Vgs curve (solid line) at
Vas = 0.05 V and back-gate voltage of 2 V at 4 K for an NFET demonstrating the intersubband scattering effect. The corresponding transconductance (g,,)
curve is smoothed and plotted as a dashed line to further display the characteristic behavior of this effect.

the intersubband scattering effect, and as such, cryogenic PDK
developers must create custom compact model equations for
this behavior [34].

The time limitation imposed by the cryogenic measurement
setup is a critical consideration to ensure the devices under
test remain under constant ambient temperature. “Wet” cryo-
genic dipping systems can support experiments of at least a
few weeks, while dry systems can run continuously. For dc
characterization, the final settling values of current and voltage
need to be measured. A delay between bias application and
measurement is necessary to allow sufficient settling time.
Settling time estimations can be made by analyzing the effect
of path parasitic elements in the system and/or experimentally
determined. After the settling time, the measurement should
be integrated over an integer multiple of power line cycles
(PLCs) to integrate any effects of the power line frequency
variations coupled to the measurement instruments. For 50-Hz
power line frequency as in these measurements, the minimum
integration time of 1 PLC is thus 20 ms. It is also beneficial to
conduct each parameter sweep in both directions; in addition
to highlighting subtleties in the measurement system/routine
such as insufficient settling time, this can be a vital tool in
attributing unexpected features to device physics, self-heating,
or other hysteresis. One could also collect the measurement
points in a random order to evaluate any device memory
effects.

C. Bulk Measurements

Access to a multiplexed array of devices enables a detailed
systematic study of device design choices and variability of
device behavior. Fig. 5(a) highlights the location of one of
the farms on a die. Each farm contains multiple copies of a
number of distinct geometries. Devices are distributed in a
pseudorandom configuration with each set of same-geometry
devices arranged to have its centroid at the center of the farm
to reduce systematic perturbations in device parameters due to
relative layout effects. Fig. 5(b) shows two key characteristics
(1gon and Vi) across two geometries and two dies, indicating

the scale of variation observed across nominally identical
devices.

To capture interdie variation effects, repeating measure-
ments across a random sample of a number of dies can begin to
give a picture of the distribution of device behavior that may
be present. This variation may represent intrawafer, intralot,
or even global variation for a process, depending on how the
die samples are fabricated/selected. For devices with smaller
dimensions, the global variation is relatively small compared
to the local mismatch variability which can be observed
among nominally identical devices on the same die. This is
demonstrated in Fig. 5(c), in which a small device geometry
demonstrates high variability across each die with both dies’
distributions largely overlapping. For larger devices, global
variation effects can play a bigger role than local mismatch
effects. A larger device geometry exemplifies this in Fig. 5(d),
where the difference in average characteristics across two dies
is of similar magnitude to the maximum intradie variation on
each die. The parameter variation is seen across Fig. 5 exceeds
the distribution from measurement uncertainty, and the visible
variation at this scale is dominated by device variation.

Statistical data for each distribution in Fig. 5 can be found
along with comparisons to their simulated room-temperature
counterparts in Table I. While the level of variability observed
in the smaller geometry is much greater than that of the
large geometry, it is actually the larger geometry whose
relative increase in variability compared to room-temperature
values is more significant. In fact, for one of the dies, the
observed cryogenic variability of the smaller geometry (which
represents very nearly the minimum drawn dimensions avail-
able for a PFET in the studied technology node) is actually
lower than its predicted room-temperature variability. This
underscores the need for large sample sizes of devices and
multiple dies to be characterized to draw accurate conclusions
about population variability. The relative (percent) increases in
parameter sample standard deviations from room temperature
to 4 K are overall comparable to published cryogenic vari-
ability increases in other technology nodes [14], [16]. This
increase in variability is critical to characterize as part of
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(a) Depiction of die-containing device farms and integrated multiplexer, highlighting the location of one of the farms. Each farm consists of a

2-D array of transistors of various geometries in a pseudorandom common-centroid configuration. The relative position of PFET devices with two nominal
geometries is represented by red and blue squares (smaller and larger dimensions, respectively). (b) Parameter spread at Vi3 = —0.8 V of threshold voltage
(Vi) and ON current Igon (Vgs = —0.8 V and Vygs = —0.8 V) of devices with the corresponding color in (a). The geometry represented by the blue points
has a greater width-to-length ratio, explaining the greater magnitude of I;o,. Measurements were obtained across two nominally identical dies (indicated by
square and asterisk point markers. Insets (c) and (d) each highlight the parameter spread of devices within a single nominal geometry.

TABLE I

SAMPLE STATISTICS OF EXTRACTED PARAMETERS FOR SELECTED PFET
GEOMETRIES AT 4 K WITH ROOM-TEMPERATURE COMPARISONS

Larger Larger Smaller ~ Smaller
geometry, geometry, geometry, geometry,
Parameter die 1 die 2 die 1 die 2
Sample size 32 32 32 32
4K V,;, (mV) -378.2 -393.7 -420.2 -410.0
4K o(Vy) (mV) 43 4.2 27.1 33.1
A [V, V)* -135. -151. -141. -131.
RT4>4Km] (mV) 35.6 51.0 8 31.6
ES
RT§4K[O-(VH1)] (%) 66.5% 63.8% 2.7% 25.3%
4K Ijon (MA) -403.1 -387.5 -32.2 -34.1
4K o(Lyon /Taon) (%) 1.7% 1.4% 7.9% 13.4%
T, (%)% -1. 4. -18.39 -13.59
RTé)AK[IdON] (%) 1.0% 4.9% 18.3% 13.5%
A [o(ILion/lion)] (%)* | T4.8% 43.1% -17.6% 39.8%
RT—4K

*Delta parameters represent 4-K measurements’ difference from room-
temperature Monte Carlo simulations of local mismatch variation (sample
size of 100) using foundry-provided model cards and taking into account
local layout effects and parasitic extraction for the devices in the farm.

cryogenic PDK development to allow circuit designers to make
informed decisions about performance and variability tradeoffs
and to determine what kind of trim capabilities may be needed
to meet desired performance specifications for a given circuit.

To support high-quality model building, Vg sweeps must
be conducted at several Vy bias voltages, and Vys sweeps are
often conducted at a few Vj bias voltages. Then, this entire set
of Vg and Vg, sweeps are carried out at multiple back-gate bias
voltages. Thus, we can estimate the total measurement time for
a farm as a multiplication of several key chosen parameters as
given in Table II. The total number of measurement points per
device is of order 10°. For a farm of 1024 devices, this gives

a total of approximately 10° data points per farm. Using the
values in Table II gives a minimum raw measurement time of
at least 7.5 h not including any overheads. The total time taken
for collection of a full measurement set is greatly increased
by a characterized settling time requirement of >20 ms.
Accounting for this set-measure delay along with instrument
communication time related to multiplexer selection, the actual
measurement time is closer to 20 h. Optimizing the multiplexer
selection time (e.g., via digital pattern preloading) would make
only a small difference, reducing the total time to a minimum
of ~19 h. A better route to reducing total measurement time
is to reduce the required set-measure delay, which requires
further optimization of wiring both on-chip and in the probe.
In addition, if a sufficient number of SMUs are available,
a device in each of the four farms on a die may be measured
simultaneously in parallel, drastically reducing the effective
measurement time per device. However, one must consider
the effects of cross-device heating on the same die may be
significant. Furthermore, multiple dies may be connected in
such a way that they share power supply lines and digital
control signals (but separate analog connections to their farms)
to allow parallel measurements across several dies at once,
providing further potential orders of efficiency improvement.

Recently, a method has been shown that enables rapid
measurements of multiplexed silicon CMOS transistors oper-
ating in the regime dominated by single-electron transport
[35]. This is proof of principle for a time-domain multiple
access (TDMA) scheme for quantum devices. A single RF
reflectometry readout line measures the changes in device
impedance associated with the formation of Coulomb blockade
state, that is, where electron transport is inhibited by the energy
cost of adding a single electron to an isolated reservoir [36].
That work described a similar farm being measured within
a matter of minutes rather than hours, though the goals of
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TABLE II
REPRESENTATIVE TIME BUDGET FOR A FULL MEASUREMENT SET
ACROSS A 1024 DEVICE TRANSISTOR FARM

Parameter Quantity Unit
Test devices 1024 per farm
Sweep length 55 points
Sweeps per backgate bias voltage 8 sweeps
Backgate bias voltages 3 points
Integration time 20 ms
MUX selection time (per device) 5 s
set-measure delay (per point) 30 ms
Total raw measurement time 7.5 h
Total measurement time 20.2 h

the two measurements are not comparable. This dc transistor
characterization work takes significantly longer due to the
reduced bandwidth of dc measurements, but such measure-
ments are required for the accurate extraction of dc device
characteristics for PDK development-reflectometry would not
provide sufficient information.

D. Isothermal Modeling

An attractive approach to deep-cryogenic transistor model-
building for quantum computing applications is to perform all
measurements near 4 K (as opposed to lower temperatures)
where material thermal conductivities are higher, promoting
better thermalization, and relatively high cooling power helps
ensure stable operation to build reliable isothermal 4 K models.
Isothermal models theoretically do not require measurements
at higher ambient temperatures to characterize detailed tem-
perature dependencies since the local self-heating effects are
included in the core isothermal model itself [37]. Transistor
behavior below 4 K shows little change compared to 4 K
behavior due to a combination of physical parameter saturation
and local self-heating during operation [14]. Therefore, such
models would then also be able to quite accurately predict
transistor behavior at any ambient temperature below 4 K.

If the measurement data for isothermal model building is
collected in a liquid helium immersion environment, then the
self-heating effects will be different from those in a vacuum
(e.g., dilution refrigerator). This means if an isothermal model
built from liquid-immersion measurement data is used to
simulate transistors operating at high currents in a dilution
refrigerator, then some aspects of the behavior will not be
accurately simulated. In a vacuum, transistors under the same
bias conditions will generally be at a higher temperature due
to comparatively poor thermalization. Thus, for applications
where a significant level of current will be passed through
transistors, it is especially important for the model-building
measurement environment’s thermalization profile to match
the intended application environment.

A limitation of an isothermal model is its limited capability
to capture a device’s local heating effect when a large transient
signal is applied, for example, in the output drive stage of
amplifiers or the rail-to-rail swing of buffer stages. Even if
the ambient temperature is constant, the local heating of an
FET transitioning from subthreshold to strong inversion can be
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different compared to the reverse transition. The effect of the
surrounding structures, device layout, and operating frequency
may add further uncertainty to the device’s behavior. Even
with this limitation, the isothermal modeling approach gives a
meaningful physical understanding of the device’s operation.
Under very low-current device operation and sufficient cooling
capacity, one can assume the device core temperature to be
the same as ambient. This can be utilized to capture certain
key aspects of device behavior in the model card. Hence,
isothermal modeling can be completed as a crucial step toward
an improved modeling approach that includes device dynamic
heating effects.

E. Other Measurement Types and PDK Considerations

We have discussed a system that can fully meet the needs
of dc I-V characterization for PDK development; however,
additional measurements are required to enable accurate RF
simulations in a PDK. These high-frequency S-parameter
measurements are somewhat limited by the presence of the
multiplexer structure compared to direct measurement of tran-
sistor devices. Some de-embedding is possible in the farms
as previously described, but only reasonably in sub-GHz
frequency ranges and even then with some inaccuracies due
to the active nature of the multiplexer circuitry compared
to passive de-embedding. Isolated RF probe measurement
structures are better suited to determining these aspects of
the devices. Certain assumptions can be made about the
relationships between dc behavior and these characteristics to
significantly reduce the quantity of devices required for such
measurements compared to the dc measurements.

A full-fledged cryogenic PDK will need to include addi-
tional device types and effects to those discussed here, but
the same measurement systems and procedures (multiplexed
dc measurement structures and dedicated RF probe struc-
tures) are applicable. Chips may be designed to characterize
other device types or other types of layout and geometry
effects. For example, using farms of multiplexed transistors,
parameters related to local layout effects (LLEs) may be
characterized to include these effects in the PDK. In addition,
passive components and metallization must be characterized.
The properties of the foundry-supported resistor, inductor,
and capacitor structures are subject to significant changes at
cryogenic temperatures. Similarly, the characteristics of the
metal layers, vias, and contact structures in any technology
are likely to change significantly. The characterization of these
passive devices is generally simpler than FETs, with a few
exceptions; certain materials in standard CMOS processes
can become superconducting at cryogenic temperatures [23],
[38], meaning that custom compact model equations for these
structures would need to be developed to simulate behavior
at those conditions. All of these investigations will be greatly
accelerated by the test system described above.

V. CONCLUSION

We have presented a measurement scheme for the bulk
dc characterization of foundry-fabricated CMOS transistor
farms at cryogenic temperatures. This enables a detailed study



EASTOE et al.: METHOD FOR EFFICIENT LARGE-SCALE CRYOGENIC CHARACTERIZATION OF CMOS TECHNOLOGIES

of device behavior across design variants (e.g., gate length)
combined with statistical variations in operating parameters
among nominally identical devices. These measurements form
the foundation upon which a cryogenic PDK can be built,
capable of taking the cryogenic IC design process from
experimental guess-and-check research to a mature workflow
capable of optimizing circuits for high performance. The
system and measurement scheme presented here provides the
advantages of relatively low cost and efficient sample prepa-
ration effort compared to existing solutions, making cryogenic
PDK development more accessible. The requirements and
considerations for preparing such a system have been explored
in detail, and measurements conducted on this system have
been used for proof-of-concept demonstrations of cryogenic /—
V curve-fitting using industry-standard models and cryogenic
variability extraction on an intra- and interdie scale.
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