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Abstract. The mise-en-pratique for the definition of the kelvin has given the possibility of relative primary thermometry
with uncertainties competitive with the ITS-90 above the silver freezing point. The mise-en-pratique does not constrain
users to any particular experimental method to realise the kelvin, so while there is supporting documentation it may not be
obvious to everyone how to actually establish SI traceable temperatures. NPL has established thermodynamic temperature
above the silver point using high-temperature fixed-points. This approach provides access to thermodynamic temperature
with lower uncertainties than can be routinely achieved through absolute primary radiometry. We demonstrate direct
traceability to the kelvin and that this is more easily and robustly achieved than its equivalent ITS-90 approximation.

INTRODUCTION

National Measurement Institutes generally disseminate temperature through the International Temperature Scale
of 1990 (ITS-90) [1]. It is a good approximation and has always been an easier approach to establishing traceability
than by thermodynamic means. However, there are conceptual issues with ITS-90. While it is specified that the degree
Celsius differs from the kelvin by a constant amount it is clear from values of 7-Ty that the temperature unit of ITS-
90 has different magnitude depending upon which temperature is being measured. Also, there are some parts of the
scale that have multiple definitions. For example, above the silver freezing point (961.78 °C) depending on which
reference fixed-point blackbody is used (Ag, Au or Cu) three different versions of the ITS-90 can be established
(though they should all be formally equivalent within the uncertainties).

For most users the practical advantages of using the defined scale outweigh these issues. However, at higher
temperatures above the freezing point of silver things are a bit different since with the adoption of the mise-en-pratique
for the definition of the kelvin (MeP-K) [2,3] establishing thermodynamic temperature by relative primary radiometry
might be easier and more robust than setting up an ITS-90 realisation [3]. Here, we examine how using the relative
primary radiometric thermometry route laid out within the MeP-K compares with the results one typically obtains
using absolute primary radiometry. The emphasis will be on what was done at each step of establishing thermodynamic
temperatures by relative primary radiometry so as to help develop a practical “user” guide through worked example.
The NPL relative primary radiometry thermodynamic temperatures used here were established as part of assigning
thermodynamic temperature to a series of high temperature fixed point (HTFP) blackbodies [4] from 1465 K to 3020
K as part of the Realising the Redefined Kelvin (Real-K) project [5].

The MeP-K-19

The stated purpose of the MeP-K is to “indicate how the definition of the SI base unit, the kelvin, symbol K, may
be realised in practice” [2]. Section 4.2.3 “Relative primary radiometric thermometry” lists extrapolation from one
fixed-point and interpolation (and if necessary, extrapolation) using two, three or more fixed points of known
thermodynamic temperature. A supporting document of the MeP-K lists values and uncertainties for high temperature
fixed-points (HTFPs) [6], and these, as well as the published thermodynamic temperatures of the ITS-90 defining
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fixed points (Ag, Au or Cu) can be used to establish thermodynamic temperature values by relative primary
radiometry. The necessary fitting equations (the MeP-K-19 suggests the Planck form of the Sakuma-Hattori equation,
given in [8]) and sensitivity coefficients are helpfully already published [9].

Requirements of ITS-90 compared to thermodynamic temperature above the silver point

To establish the ITS-90, Ty, above the silver freezing point requires a silver, gold or copper fixed-point blackbody.
NPL uses a copper fixed-point blackbody in a 3-zone tube furnace. A linear radiation thermometer extrapolates from
the copper freezing point (approximately 1084 °C) up to 3000 °C. This thermometer needs periodic calibration of its
interference filters, (which define its operating wavelength) to establish and maintain ITS-90 with reasonable
uncertainty. The linearity of the silicon photodiode detector also needs to be periodically determined and corrected
for. The ITS-90 is then disseminated by calibrating customer non-contact thermometers by comparison to this linear
thermometer using a variable high temperature blackbody.

To establish thermodynamic temperature, 7, by relative primary radiometry one or more fixed points with known
thermodynamic temperature are required [6]. At NPL, the high temperature blackbody source used for scale
dissemination can also be used for realising the HTFPs with minor modification [10]. The same linear radiation
thermometer is then calibrated at two or three HTFPs without the need for its spectral response to be known and then,
as before, used with the high temperature blackbody for calibration of customer non-contact thermometers by
comparison. But of course, in this case 7' not Ty is the result.

We will see below that the extra equipment needed for the uncertainty evaluation is the same for 7 and 7o, so at
higher temperatures 7 can be realised more simply than 7y, as spectral calibration is not needed, though an initial
evaluation to ensure that the filters are narrow compared to the operating wavelength and blocked to avoid stray
thermal radiation entering the detector needs to be performed.

Number of fixed points, n

The MeP-K gives n=2 and n=3 or more HTFPs as suitable for interpolation, but the supporting documentation [6]
recommends n=2 where both interpolation and extrapolation is needed. The need here was for establishing
thermodynamic temperature that could be extrapolated to the WC-C point at 3020 K, so n=2 was used. With a choice
of Cu, Co-C, Pt-C and Re-C we could check the temperature performance of the various different proposed schemes
against a baseline, in the case of figure 1 this was n=2 established using thermodynamic temperatures of Re-C [6]and
Cu [1, 6] compared to other indicated schemes.

Comparing to baseline ReCu POI
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FIGURE 1. Change in thermodynamic temperature from the baseline, established by Re-C and Cu (n=2), for different schemes
and fixed-point choice
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From Fig. 1, n=3(RePtCo) has a larger than acceptable error extrapolating down to Cu (much larger than any
uncertainty). For n=3(ReCoCu) agreement to the fit at Co is poor and has a large error near the not used Pt-C, and
finally n=3(PtCoCu) again doesn’t fit well at Co and diverges rapidly extrapolating above Pt-C, giving an
unreasonably large error at Re-C. From this analysis it was concluded that measurements we made at the Co-C (~1597
K) were suspect, perhaps due to high levels of impurities. In other respects, there was little difference in the
performance of the fit no matter which HTFPs or which n was used. Using n=3 (RePtCu) or n=4 (RePtCoCu) and
checking agreement with n=2 ensures very robust establishment of thermodynamic temperature, staying within £0.2
°C over the whole range.

Choice of defined temperature

The MeP-K lists thermodynamic temperature values for the point-of-inflection (POI) and the liquidus point (LIQ)
for the HTFPs. As commented on in [11], to use the POI requires that an arbitrary HTFP blackbody has some link to
the HTFPs used in defining the POI value, or at least has been through a similar selection process to the original
HTFPs. Using the liquidus point avoids this issue as it is a definable thermodynamic event. However, it is less easy to
identify the liquidus point than the POI which consequently leads to somewhat larger overall uncertainty, depending
on the melting range of the HTFP. In the measurements performed here there was a direct link to previous
measurements by a selection process [12], and so the POI was used.

Calibration of non-contact thermometer Signal versus Temperature

The Sakuma-Hattori equation has a term related to the instrument responsivity and two terms relating to spectral
response (as well as a requirement that it is narrow bandpass [8]). One of the two relates to the central wavelength and
the other to the width and shape of the bandpass. Calibration based on signal-temperature measurements (i.e., no
spectral calibration) therefore requires three measurements. The n=2 approach works because a reasonable estimate
of the filter shape and bandpass can still give acceptable results. The relevant equations are given in [13]. In this case
the radiometer! filter is specified as 10 nm full width half maximum (fwhm). We have measured what is nominally
the same filter as 14 nm fwhm and as having between a Gaussian and rectangular shape. From this, we use the average
as the parameter ¢ and the limits as 6c. The equation for n=2 is [13]

aq

S =
explAe (1 — 602/22)T + c,02/222] — 1 (M)

where c» is the second radiation constant. To ensure the link is with thermodynamic temperature we use the value
of the second radiation constant calculated from the defined values of h, ¢ and kg, this value is 1.438 776 877...x 10"
2 m K with no uncertainty as the defined values have no uncertainty. Other terms are, a; is an instrument specific
constant and A is the central wavelength of the radiometer. (1) can be rewritten to remove a,

Si(expley/Ap(1 — 60'2//1(2))711 + 0202/2/1%] — 1) = Sy(explc,/A0(1 - 60'2//1%)T2 + 5202/2/1%] -1) 2

where S; > are the measured radiances of the fixed points with known temperatures 77 ,. To solve this for 1y we
plotted the difference between LHS and RHS and found the minimum, and with Ay find a; from (1).
The inverse of the Sakuma-Hattori equation (i.e., to get a temperature given a signal) is [9]

T = C2 as
_aln(ﬂﬂ)_a_z 3)
2In g

The constant a; already known, @ and a; can be found from a, = 1,(1 — 6 62/A3) and a; = c,02/24% as given
in [13] and repeated here for convenience.

! We use the word radiometer for a radiation thermometer used for thermodynamic radiance measurement
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Measurement of fixed-point cells

The calibration of the linear radiation thermometer consisted of measurement of the melting curves of two fixed-
point blackbodies. These were a rhenium-carbon HTFP installed in a single-zone high-temperature furnace [14] and
the NPL copper-point standard blackbody in a three-zone furnace [15]. The signal at the copper point used was the
photocurrent during the freeze. For the Re-C the signal used was the photocurrent of the POI of the melting curve.
Iteration of a cubic function fit [16] was used to identify this value. The specified limits approach [17] could be used
if the scale were to be based on the liquidus. The measured radiance (photocurrent) was corrected for the calculated
emissivity of the fixed-point cell.

From the above measurements we now have an evaluated value for o, measurement photocurrents S; and S, and
given temperatures 7; and 7>, and we need to establish uncertainties for each of these.

UNCERTAINTY BUDGET

As described above, different interference filter spectral responses (part measured, part manufacturers
specification) were used to calculate values for o and the mid-point and limits were used for o and do. Below we step
through the establishment of the measurement uncertainties.

The photocurrent uncertainties were made up of

e blackbody emissivity — this was calculated using NPL written software [18]. Half was applied as a correction
and half as an uncertainty.

e size-of-source effect (SSE) — the measured response to signal outside the nominal field-of-view allows for
differences between the 3 mm cavity and the extended source of the furnace. To measure the SSE an
integrating sphere with a suitable lamp and a 50 mm diameter port was used, with central 3 mm blocked and
various diameter apertures [19]

e  gain ratio — taken from measurements of HTFPs at different gain settings

e non-linearity — taken to be within measured limits of 5x10* fraction of the signal. Uses a stable reference
radiance source with a double aperture on the linear radiation thermometer

e repeatability — of the calibration measurements

No allowance was made for ambient effects: the linear radiation thermometer itself is temperature stabilised and
is used in a laboratory that is controlled within 0.2 °C.

The temperature uncertainties were made up of

o value of the HTFP — either the uncertainty given in [6] or the uncertainty in 7-7o [7]

e impurities — for copper, which has been part of intercomparisons, a “normal” value was used from [20].
Rhenium-carbon used comparisons including NPL made cells as part of defining HTFP values [11, 12]

e cavity temperature drop — the change in temperature across the cavity wall was taken from published
recommendations; for copper [20] and [21] for rhenium-carbon. In principle this could be at least partly
corrected, but here it was just taken as an uncertainty

e identification of phase transition — recommended “normal” value for copper [20] and from [16] for rhenium-
carbon

e furnace effect — only applied to rhenium-carbon as recommended [22].

Evaluating how these components propagate has been given elsewhere [9] so here we just use the relevant equations
to combine everything into an uncertainty for the linear radiation thermometer at any temperature. This is the “scale
realisation uncertainty”” and needs to be combined with any allowance for drift together with uncertainties arising from
actual use to assign a temperature — the “in-use” uncertainty.

The stability of the linear radiation thermometer was assessed over the approximately six-month period from the
initial calibration, the measurement campaign and then instrument re-calibration. It proved very stable and a fixed 27
mK was applied to the in-use uncertainties as a component for drift.

These components were combined in quadrature to give the scale realisation uncertainty of the linear radiation
thermometer.
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THERMODYNAMIC TEMPERATURE ASSIGNMENT

Part of Euramet project Realising the redefined kelvin “Real-K” [S] aims to add more HTFPs whose
thermodynamic temperature are known with low uncertainty to the MeP-K annex [6]. Fixed-point blackbodies of Fe-
C, Pd-C, Ru-C and WC-C were circulated to partners and measured to have thermodynamic temperatures assigned to
their respective point-of-inflection and liquidus points. Final details of the 7" assignment are still to be published [23].
Here we look just at the magnitude of the NPL uncertainties, evaluated as per the process described in the previous
section, and how they compare to other, previous, 7 assignment campaigns (for Co-C, Pt-C and Re-C). In particular,
we look at measurements made before the adoption of HTFPs with low uncertainty temperatures for relative primary
radiometry [24].

Figure 2 plots, as circles, the uncertainties reported by participating laboratories in assigning thermodynamic
temperature values to Cu, Co-C, Pt-C and Re-C [11,16]. Alongside, as triangles, are the uncertainties we derive here
when assigning thermodynamic temperatures to the fixed-point blackbodies as part of Real-K, i.e., through the
combination of the scale realisation uncertainty, drift and the in-use uncertainty; emissivity, temperature drop, size-
of-source, gain ratio, non-linearity and repeatability.
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FIGURE 2. Comparative uncertainties — values assigned by direct primary radiometry to HTFP blackbodies [11, 16] and
those reported here assigned by relative primary radiometry using a priori known HTFP values as the basis for the
thermodynamic temperature assignment. Circles show individual laboratories uncertainty assigning 7' to Cu (1358 K), Co-C
(1597 K), Pt-C (2011 K) and Re-C (2748 K). The triangles show the NPL uncertainty as assigning T to Fe-C (1426 K) Pd-C
(1765 K) Ru-C (2227 K) and WC-C (3021 K)

The measurements given as circles are from absolute primary radiometry. Because of the good agreement between
laboratories during 7" assignment to the Co-C, Pt-C and Re-C [11,16] the uncertainty in [6] is lower than what was
achieved by individual laboratories. Combining the low uncertainty in Re-C with the low uncertainty in 7-To, for the
copper point has resulted in low uncertainties in the 7(n=2) scale. This shows the value of using relative primary
radiometry combined with consensus values for the HTFPs to get very low realisation uncertainty of thermodynamic
temperature.

More recently, absolute primary radiometry derived thermodynamic temperature values have been published for
Fe-C and Pd-C [25]. It is apparent from the uncertainty budget given there that the dominant components of absolute
radiometry relate to spectral calibration and aperture dimensions. Neither of these are required using relative primary
radiometry, making this approach for realisation of thermodynamic temperature straightforward and rapid and
therefore a simple and cost-effective way for NMIs to obtain a low uncertainty radiance scale without the need to
invest in full absolute primary radiometry capability.
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CONCLUSION

Aspects of the application of relative primary thermometry to obtain low uncertainty thermodynamic temperature
are non-intuitive. Here we have worked, step-by-step, through how NPL uses relative primary radiometry with HTFPs
to derive low uncertainty thermodynamic temperatures in the hope that others will find our approach a useful model
to follow. The resulting low uncertainties support the suggestion that realising and disseminating thermodynamic
temperature values derived from this approach are certainly competitive with the equivalent ITS-90 values. While we
used the n=2 scheme we did not find any significant differences in extrapolation compared to using higher numbers
of fixed points (n=3 or n=4). This approach is self-checking and more robust than ITS-90 above the silver point. This
is evidenced by the fact that by comparing the thermodynamic temperature realisations from use of different HTFPs
we found that the Co-C point measurements were possibly in error and as such its results could be discounted. It is
clear that the use of relative primary radiometry, coupled with HTFPs of known consensus temperatures, to obtain
thermodynamic temperature values is a more robust and straightforward way to get such values than either ITS-90
(with corrections) or absolute primary radiometry, with uncertainties equivalent or lower than the alternative
approaches.
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