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Abstract

The development of the “Corrosion Database of Duplex Stainless Steels” was a significant advance in encouraging the safe use of these materials. However, as corrosion is affected by many variables such as temperature, pressure of H$_2$S, yield strength of material, there are many conditions for which specific data are not available and prediction of susceptibility using traditional statistical methods is not possible. Neural networks have been used to achieve such predictions.

Algorithms have been developed using multi-layer feed-forward neural networks to predict the susceptibility to sulphide stress corrosion cracking of both standard 22 Cr and high alloy duplex stainless steels. Kohonen neural networks have also been created to aid the development of these algorithms. The latter also serve as a search engine enabling the nearest neighbours that exist in the “Corrosion Database of Duplex Stainless Steels” to be accessed. When used together, these techniques have the potential to provide a fully functional software package capable of accessing existing information and prediction based on the database data.

Finally, the networks have been analysed using network weights. These indicate the relative importance of parameters such as partial pressure of H$_2$S, NaCl content and temperature. Neural-fuzzy algorithms have been developed that “mimic” the multi-layer feed-forward networks and allow some “rules” to be constructed.
Introduction

The safe use of duplex stainless steels (DSS) depends on knowing the bounds within which these materials will be resistant to corrosion. Although duplex stainless steels usually have good resistance to corrosion, they can be susceptible to stress corrosion cracking particularly in sour (H₂S-containing) environments. There is an abundance of published data regarding this phenomenon but locating the most relevant data to a specific application can be time consuming.

To remedy this situation considerable effort has been made to collate data on the performance of DSS from the open literature, materials suppliers and end users. These data have been integrated by NPL, with a significant contribution from TWI to form the “Corrosion Database of Duplex Stainless Steels”. This database consists of over 6000 entries on general corrosion, stress corrosion cracking, pitting corrosion and crevice corrosion.

The development of the database was a significant advance in encouraging the safe application of duplex stainless steels and in avoiding unnecessary testing. However, susceptibility to corrosion is affected by many variables, such as temperature, pH, chloride level and partial pressure of hydrogen sulphide. There still exist many situations for which specific corrosion data are not available. Prediction of corrosion performance based on existing data can be very difficult, particularly in borderline conditions. However, tools which enable prediction based on multivariate data do exist. Following a preliminary evaluation of the tools available¹, neural networks are now being utilised to predict the susceptibility of duplex stainless steels to corrosion, using the data in the Duplex Database.

Sulphide stress corrosion cracking of duplex stainless steels

As the name suggests, duplex stainless steels contain a two-phase structure of ferrite and austenite. Consequently these steels combine good corrosion resistance and mechanical properties. As a result, duplex stainless steels have been increasingly used in demanding environments (such as oil wells). However, in the presence of significant quantities of hydrogen sulphide (i.e. sour environments), sulphide stress corrosion cracking may occur.

There are many factors that influence the susceptibility of duplex stainless steels to sulphide stress corrosion cracking. For example, material properties, such as composition and heat treatment, environmental variables, such as partial pressures of H₂S, and CO₂, and the presence of aggressive species such as chloride, may all influence susceptibility to cracking. Whilst much has been published regarding the effect of each of these variables²,³, there is not as yet a model which encompasses all of them in order to predict the probability of cracking. In the current work, neural networks have been applied to the Corrosion Database of Duplex Stainless Steels to produce such algorithms.

Basic Principles

A neural network is essentially a type of information processing technology inspired by studies of the structures in the brain and nervous system. It consists of many simple, highly interconnected processing elements (called neurons) that dynamically interact with each other to “learn” or “respond to” information rather than simply carry out programmed instructions⁴. A single neuron together with the connections from its input and output make up a simple perceptron (Figure 1).
In this single perceptron (i.e. in which there is only one neuron in the network), the value of each of the variables inputted into the neuron via a connection is used to produce an output (Figure 1). Every input to the neuron also has an associated “weight” attached. The neuron simply adds together all the weighted inputs connected to it and calculates the output to be transmitted. This output is then modified by a function, which in simple cases is a binary transfer function. If the value of the summation from the neuron is greater than or equal to a certain value, \( y \), then the function’s output is 1; if the neuron’s summation is less than \( y \), the output is 0.

As an example consider a simple perceptron, with only two inputs, that has learnt to reproduce Table I below:

<table>
<thead>
<tr>
<th>INPUT 1</th>
<th>INPUT 2</th>
<th>OUTPUT</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table I. Example of an input/output pattern.

Figure 2 illustrates a perceptron that can reproduce this table and includes associated weights. If the case in which both inputs are zero is presented to the neuron, the total sum will be zero, and therefore the output will be zero. Likewise, if only one input is 1, the total sum calculated by the neuron will be less than 1 (i.e. \( [1 \times 0.6] + [0 \times 0.6] < 1 \)), and therefore the output will be zero. Only in the case where both inputs are 1 will the output be 1 (i.e. analogous to a logic “AND” gate).

**Multi-Layer Feed Forward Network**

Single perceptrons can only be used to output simple patterns such as the previous example. For more complex patterns, a multi-layer perceptron (MLP) is required. This is commonly known as a Multi-Layered Feed-Forward (MLF) neural network. In these networks (Figure 3), neurons are arranged in layers with the input data fed to the network at the input layer. These data then pass through the trained network to the output layer to provide the output, i.e. the prediction.

Before such networks can be used to generate outputs given a pattern of input variables, they must be trained so that the weights on each connection are correctly assigned. This is achieved using back-propagation, during which sets of training data are presented to the network along with their respective outputs (i.e. the outcomes). This process is known as supervised learning. Quite simply, an error from the network is calculated by subtracting the value of the calculated output, \( R \), from the actual output (or target), \( T \). The errors of the neurons in the previous layer are then calculated. These are calculated simply by multiplying the error in the output layer by the weight on the connection from the previous layer, and summing this for all the relevant connections (see Figure 3). The weights are then recalculated by adding to the original ones a function of the calculated error. This process is iterated until the error from the output is less than a pre-set level. The network is then said to be trained and (following validation and testing) can be used to make predictions given a set of data presented to it at the input layer.
MLFs have previously been used in many corrosion related problems \(^5\)-\(^{15}\), including:

- The development of an expert system to determine whether localised or general corrosion would occur based on data from polarisation scans \(^5\);
- The modelling of atmospheric corrosion \(^6\);
- The prediction of pitting corrosion \(^7\);
- The prediction of stress corrosion cracking occurring in austenitic stainless steels in chloride containing waters \(^8\).

The output of neural network predictions for sulphide stress corrosion cracking can be presented in two ways:

1. Generation of a continuous value between 0 and 1 representing the probability of a “pass” occurring;
2. Generation of a “binary” output classifying whether a “pass” or “fail” will occur.

As will be shown, the former is more meaningful since there is often scatter in test data. This is due to the random nature of SSCC and the variations in the laboratory test methods used to generate the data.

**Kohonen Neural Network**

This type of network is an *unsupervised* neural network and trains using the Kohonen algorithm, hence its name. The description that follows is rather simplified. Readers interested in the details regarding Kohonen networks can refer to Tarassenko \(^{16}\), or Kohonen \(^{17}\).

Suppose there are \(n\) lines of data (henceforth known as datasets) of which each has \(n\) variables attributed to it. Each dataset can then be represented by a co-ordinate in \(n\)-dimensional space, the position of which is determined by the value of each variable. Before these datasets can be inputted into a Kohonen neural network, a set of \(K\) randomised vectors (neurons) in the same \(n\)-D space is established.

As each individual dataset is inputted into the network, its co-ordinate in \(n\)-D space is compared to those of the randomised neurons. The closest neuron “wins” that dataset and moves closer to the co-ordinate of that set’s location (by an amount determined by a *learning rate*). The other neurons within a preset *neighbourhood* also move by an amount proportional to the *neighbourhood size*. This process is then repeated for every dataset. Once all the datasets have been inputted, the *neighbourhood size* and *learning rate* are reduced and the process repeated. This process continues until the neurons no longer move by any significant amount. At this stage what were once randomised neurons have now become ordered within the \(n\)-dimensional space. Each neuron therefore represents a collection of *nearest neighbours* or clusters of data.

A two dimensional co-ordinate \((i, j)\) is also attributed to each of the neurons such that a 2-D array can be constructed in which the neurons or clusters of data which are close to each other in the original \(n\)-dimensional input space will be neighbours in the 2-D array \(^{16}\).

Comparing the actual outcomes or results from each of the datasets for each cluster, it may be possible to identify certain clusters which generate a common behaviour and are hence
predictable. It is also possible to identify outliers, i.e. lines of test data that are quite different from the rest and do not fall within a large cluster of data.

Whilst the above uses could be applied to the corrosion database, it could not be used to generate algorithms which directly predict an outcome from the given dataset parameters, and consequently the ability to interpolate between clusters is limited. However, this technique has been used in this work for the pre-processing of data for the development of MLF neural networks as described later.

The technique is also useful as a search engine. The real data which are positioned closest in the n-dimensional space to that of the exposure condition which is being queried can be accessed. This can therefore be used by the user to back-up the MLF prediction with actual data and to identify references in which the relevant test results are reported. It also serves to identify regions in which test data may be sparse.

**Neural Fuzzy Network**

One of the limitations of neural networks is that they are often perceived to be “black boxes” in which a prediction is given with no indication of how this conclusion was drawn. However, advanced “neural-fuzzy” networks have been developed which allow a network’s predictions to be described in a logical manner. Such networks are supervised and are trained in much the same way as MLFs, i.e. the input variables are presented to the network along with the results/outcomes during the training stage. The difference is that instead of attaching weights to neurons to map the input/output relationships, a series of rules are constructed and refined. These rules are based on IF…AND…THEN logic. However, the rules constructed are fuzzy in nature. In other words they utilise classes of both the input variables and outputs, all of which are not precisely defined (see Figure 4). For example, one network could well suggest the following rules:

\[
\text{IF } \text{NaCl concentration} = \text{High, AND temperature} = \text{High}\ldots\text{THEN probability of failure} = \text{High (0.6).}
\]

The number in brackets at the end of the above rule represents the level of confidence in the given rule (ranging from 0 to 1 where the latter is the highest level of confidence).

The network defines all the boundaries of each class so that the analyst can determine how the network has come to its conclusions.

The analyst can also modify fuzzy rules. For example, if a rule is created by the neural network as a result of its training but is known to be incorrect (perhaps due to lack of data in a crucial area), this can be rectified.

Reducing the number of classes for each variable is also possible and this allows simplification of the algorithms, together with greater transparency.
**Development Of Predictive Algorithms**

**Data Pre-Processing**

In order to successfully develop predictive algorithms using MLF neural networks, it is necessary to pre-process the database data by: dealing with any missing parameter values; balancing the data such that the neural network can be trained, validated and tested using a full range of environmental conditions; and organising the data such that they can be split (i.e. partitioned) into separate training, validation and test sets. The methodology used in this work to pre-process the data is summarised below.

**Missing parameter values**

Although the database is quite comprehensive there remain some datasets for which a parameter value, e.g. yield strength, is missing. Where such parameters were required for successful neural network development, effort was made to insert values. This was achieved by deriving values from known relationships, or using mean values of parameters from other datasets for which the relevant conditions were the same. For example, where the yield strength was not quoted for a given grade of DSS in a known condition, a mean value of the yield strength quoted in all other datasets for the same material in the same condition was used. Where parameter values could not be derived for a particular dataset, the dataset was not used for neural network development.

**Balancing of the data**

Although it is important to create neural networks that are capable of prediction over a broad range of conditions, the inclusion of data that deviate significantly from the majority (i.e. those which lie far outside the range of say 95% of the total data) can result in erroneous models. A rather crude method of analysing the spread of data for each of the input parameters was used. In each case, i.e. for yield strength, pH, temperature, partial pressure of H₂S (p.p.H₂S), ranked percentile values (i.e. minimum value, 10th percentile, 20th percentile… 100th percentile) were plotted together with best fit (linear regression) lines. The spread of data could then be evaluated by using the linear correlation coefficient, $R^2$ (i.e. square of Pearson product moment). Parameters for which the value of $R^2$ was close to 1 had an even spread of values whereas as the spread became less even, $R^2$ tended towards zero. A value of 0.7 was used as a threshold for $R^2$. If the coefficient fell below this, datasets containing parameter values in the extreme regions were gradually removed until the threshold value was reached. (These datasets played no further part in the neural network development). The threshold value was selected on the basis that too high a requirement would not yield enough data for successful development and would also limit the range of conditions within which predictions could be generated. Too low a value would result in erroneous algorithms that would not be able to interpolate effectively between the clusters of data.

**Kohonen self-organisation and partitioning**

The balanced data were all passed through a Kohonen network so that they could be arranged in clusters, and consequently could be presented in some order (within the n-dimension space). The data was then split into three equal partitions, i.e. for training, validation and testing, by the repositioning of every third dataset into these respective groups. In using this
technique to partition the data, each group covered as fully as possible the broad range of data that existed. This is important, particularly for training, in order that the neural network learns from the “big picture” rather than from sporadic clusters which may lead to ignorance of experience in important situations, i.e. boundary conditions.

Although there may be situations in which a greater proportion of training data is required, e.g. where data are sparse, equal partition sizes are preferable. For the neural network algorithms reported here, this criterion has been adhered to.

MLF Development

Multi-layer feed-forward (MLF) neural networks were used to predict the susceptibility of both solution-annealed and cold-worked 22 Cr and high alloy DSS to sulphide stress corrosion cracking (SSCC). These networks were trained as follows:

1. The MLF was trained with the training data and validated (at the same time) with the validation data. In each case, discrete output (target) values of 1 were used for datasets that resulted in a pass, whilst output values of 0 were used for datasets that failed.
2. When the average error on the validation set either remained constant or started to rise, training was halted.
3. Steps 1-2 were repeated twice more to account for the random nature of training.
4. This training cycle was repeated several times, each time with a different network architecture, consisting of either more neurons, or, if necessary, more hidden layers.
5. The optimal network architecture was selected based on the performance (see below).
6. Training with the optimal network architecture was then repeated ten times. The three networks from these ten with the best overall performance (see below) were selected for the generation of predictions (i.e. an average prediction was used).

For the developed algorithms reported here, the inputs to the MLF neural networks were yield strength (MPa), temperature (°C), log p.p. H$_2$S (bar), log wt NaCl (%), and pH. A sigmoid transfer function was employed for both the hidden and output layers. This particular function has been used by many others in the field of corrosion and is of the following form:

$$f(x) = \frac{1}{1 + e^{-x}}$$  \hspace{1cm} (1)

The logarithms of NaCl and p.p. H$_2$S were used since corrosion phenomena are often observed to respond to the logarithm of concentrations of chemicals involved. Also, the data cover the range of these parameters more fully in logarithmic form.

As mentioned above, the output (target) values used in the training and validation stages were discrete values of 0 or 1. However, on querying the trained networks to generate predictions for a given set of input parameters, a continuous value between 0 and 1 is outputted where 0 represents 0% chance of a pass and 1 represents 100% chance of a pass. This transformation from a discrete to a continuous output arises primarily due to the random nature of SSCC and the variations in the laboratory test methods used to generate the data. However, even with “perfect” but incomplete data (i.e. data which does not fully cover the range of input parameters but in which there is no variability) there would be some degree of uncertainty in predictions for datasets not explicitly covered in the training data. This uncertainty would
increase as the input parameters lie closer to the decision boundary. Consequently, there is no clear boundary between regions in which a pass will occur and those in which a fail will occur, but rather there is a gradual transition.

Performance Determination Of Neural Networks

There are two factors that are important in determining the performance of the MLF neural networks constructed. Firstly, it is important to have a network that models the data accurately. Secondly, a model is required which will generalise for conditions other than those in which it was trained, as opposed to simply memorising the data. Since the training and validation data both influence the construction of the algorithms, the unseen (i.e. previously unused) test data has been used to assess the network performance, both in isolation and in conjunction with the training and validation data (the latter of which may result in a more statistically sound performance).

In both cases, the performance of each of the ten networks of optimal architecture were evaluated as follows:

- Predictions were generated by the neural network algorithms for each of the data.
- The data was then ranked and split into quintiles (i.e. five groups of equal size which classified the data according to the value of predictions).
- The average prediction in each group was then compared to the proportion of data that actually resulted in a pass.
- Both the spread of predictions and the maximum error were recorded. The value of the spread of predictions divided by the maximum error that occurred in any one class was used as the parameter for performance.

Results and Discussion

Table II illustrates the range of data used to train the MLF neural networks (and hence the boundaries of the predictive capability). The average performances (i.e. from the three optimal networks) for each DSS grade are shown in Figures 5-8. These figures illustrate the proportion of data that passed in each band of predictions (both for the test data and the overall set). The solid series (to the right) in the figures, i.e. the average predicted %, illustrates the proportion of passed data that are expected to occur in each category and is (as the name suggests) equal to the average prediction in each class.

It can be seen from Figures 5-8 that the proportion of test data that passed in each band of predictions follows quite closely the expected trend. Although there is some error in the network performances, these errors are at least transparent and can be easily transferred to users of the algorithms (e.g. an error value can be presented together with the predicted probability of resistance to stress corrosion cracking).
In order to explore the predictive capability and the application of these preliminary algorithms together with any limitations, plots of p.p. H$_2$S versus temperature can be constructed from predictions generated by querying the networks with a range of input parameters that are of practical relevance. An example of such a plot is shown in Figure 9.

Considering the plot of p.p. H$_2$S versus temperature (Figure 9) constructed with the predictions for a range of input parameters, one can see that for the standard 22 Cr DSS, curves are generated which demarcate the transition from a high risk of cracking to a low risk. The maximum susceptibility to cracking at a given H$_2$S level occurs between 80 and 100 °C. At lower temperatures the susceptibility to cracking reduces as the solubility of hydrogen is lower and therefore less hydrogen is absorbed into the steel. At higher temperatures, a smaller proportion of the absorbed hydrogen atoms become trapped at microstructural sites leading to a reduced likelihood of embrittlement.

If an end-user is particularly interested in the actual laboratory test data which are closest to a specific set of conditions (as opposed to a predicted probability), the Kohonen neural network can be queried to find the neuron which represents the cluster in which the condition of interest and its nearest neighbours are present. Data from the DSS database that fall within this cluster can then be listed. For example, the nearest neighbours to the condition X, represented on Figure 9, are listed in Table III.

Further analysis of the MLF networks is achievable by viewing the weights attributed to each connection, although it is not possible to establish any equations as such using these weights. It is however possible to establish the relative importance of parameters for each of the networks created. The average importance of each input parameter is shown in Figure 10.

It can be seen from Figure 10 that in every case, as expected, the most important parameters are partial pressure of hydrogen sulphide followed by the NaCl content. The effect of temperature is also very significant for solution-annealed standard 22 Cr DSS (a), although this has much less influence in the other cases (b-d).
Table III. Parameters of nearest neighbours to the condition of interest, X, as shown on Figure 9.

Further exploration of the neural network algorithms has been possible with the use of neural-fuzzy technology. Models have been generated which “mimic” the MLF algorithms by using the MLF network predictions as the output data in training. Rules extracted from these networks have then been modified, by cutting out rules that are known to be wrong, or changing the confidence attached to rules to that of the nearest rules. The rules extracted from the networks, together with the performance of the prediction based on these rules are shown in Figures 11–14.

For example, the network may have “decided” from the data that the effect of increasing the yield strength is to increase slightly the resistance to SSCC. However, for cold-worked materials, this is contrary to knowledge elicited from the literature and therefore the relevant rules have been removed. In other cases, confidences in rules have been slightly adjusted in order to maintain logic. For example, for cold-worked high alloy DSS (Fig. 14), the effect of increasing H2S appeared to increase the resistance to SSCC (rule 6). This cannot be the case and therefore the confidence attributed to that rule has been set at the same value as that attached to what is deemed to be the closest rule (i.e. rule 5).

Having modified the neural-fuzzy networks, the rules extracted from each of the neural-fuzzy networks (Figures 11-14) are summarised as follows:

Solution-annealed 22 Cr DSS (Figure 11)

- As partial pressure of hydrogen sulphide increases, the susceptibility to SSCC increases.
- As NaCl content increases, the susceptibility to SSCC increases.
- This steel is most susceptible to SSCC around 90 ºC.
- An increase in yield strength increases the susceptibility to SSCC.

Cold-worked 22 Cr DSS (Figure 12)
As the partial pressure of hydrogen sulphide increases, the susceptibility to SSCC increases.

As NaCl content increases, the susceptibility to SSCC increases. This effect is much more pronounced at higher temperatures.

An increase in pH reduces the susceptibility to SSCC.

Solution-annealed high alloy DSS (Figure 13)

In general, as partial pressure of hydrogen sulphide increases, so does the susceptibility to SSCC. However, the resistance to stress corrosion cracking decreases with increasing hydrogen sulphide when higher levels of NaCl are present.

Cold-worked high alloy DSS (Figure 14)

As the partial pressure of hydrogen sulphide increases, the susceptibility to SSCC increases.

As the NaCl content increases, the susceptibility to SSCC increases. However, the effect of both NaCl content and hydrogen sulphide pressure is much lower at higher pH values.

Increasing the temperature reduces the susceptibility to SSCC.

All of the above extracted rules coincide with existing knowledge of duplex stainless steels and confirm that fuzzy neural networks can be used to extract “quantitative” rules on the effect of the material and environmental variables on sulphide stress corrosion cracking. Figures 11-14 also show that the fuzzy neural network constructed based on the above rules give reasonably accurate predictions of sulphide stress corrosion cracking of duplex stainless steels. However, the rules generated by the fuzzy neural networks are not based on a physical model and hence should be used with caution.

USER-FRIENDLY SOFTWARE

A description of the development of algorithms to predict general corrosion of duplex stainless steels have is given elsewhere. A user-friendly software package that incorporates algorithms for sulphide stress corrosion cracking and general corrosion of duplex stainless steels has been developed, as shown in Figure 15. By querying the trained MLF neural networks with input parameters that are of practical relevance, the users can generate predictions in their selected environments. Where appropriate, confidence indicators are presented alongside these predictions. The user can also generate corrosion maps demarcating the transition from a high risk of SSCC to a low risk, as in Figure 9. Kohonen neural networks are also available to recall data that are closest to the condition of interest, as in Table III. In this way, the user can back-up the MLF predictions with actual data and identify references in which the most relevant tests have been carried out. It also serves to identify regions in which test data may be sparse.
Conclusions

- Algorithms for predicting the susceptibility of duplex stainless steels to sulphide stress corrosion cracking have been developed. A multi-layer feed-forward neural network has been shown to provide predicted probabilities of “passing” a test in a given sour environment, whilst a Kohonen network has been shown to provide ready access to data closest to the conditions of interest. Neural-fuzzy networks allow extraction of the most important “rules” associated with each material’s behaviour.

- By querying neural networks with a range of input parameters of practical relevance it is possible to demarcate the transition from regions of high to low risk.
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Figure 1. The overall structure and function of a simple perceptron.

Figure 2. Example of a perceptron that can reproduce a simple pattern.
Wa and Wb are the respective weights on the connections between Neuron 3 and the outputs 1 and 2.

Error on Output 1 = Target value - Output Value = X₁
Error on Output 2 = Target value - Output Value = X₂
Error on Neuron 3 = (X₁ x Wa) + (X₂ x Wb) = X₃
New Wa = Wa + F(X₃)
New Wb = Wb + F(X₃)
And so on…

Figure 3. A multi-layer feed-forward neural network.

Figure 4. Examples of fuzzy classes that are not precisely defined. The fuzzy variable valued at X exhibits mainly properties associated with the LOW class. However, it also exhibits some properties of the next MEDIUM class.
Figure 5. Performance of solution annealed standard 22 Cr DSS neural network.

Figure 6. Performance of cold-worked standard 22 Cr DSS neural network.
Figure 7. Performance of solution annealed high alloy DSS neural network.

Figure 8. Performance of cold-worked high alloy DSS neural network.
Figure 9. Change in Predicted probability of “pass” with temperature and H₂S. Solution annealed standard 22 Cr Duplex Stainless Steel; Yield Strength = 450 MPa; pH = 3.5; 4.5 wt. % NaCl.
Figure 10. Relative importance of input parameters for each set of algorithms.
Rules:

1: IF Log p.p.H₂S is low THEN Resistance is high (1.00)
2: IF Log p.p.H₂S is med THEN Resistance is low (0.68) OR Resistance is high (0.32)
3: IF Log p.p.H₂S is high THEN Resistance is low (0.87) OR Resistance is high (0.13)
4: IF Log NaCl is low THEN Resistance is low (0.53) OR Resistance is high (0.47)
5: IF Log NaCl is high THEN Resistance is low (0.70) OR Resistance is high (0.30)
6: IF Log NaCl is very high THEN Resistance is low (1.00)
7: IF Temperature is low THEN Resistance is low (0.66) OR Resistance is high (0.34)
8: IF Temperature is about 90 C THEN Resistance is low (0.86) OR Resistance is high (0.14)
9: IF Temperature is high THEN Resistance is low (0.35) OR Resistance is high (0.65)
10: IF Yield strength is low THEN Resistance is low (0.57) OR Resistance is high (0.43)
11: IF Yield strength is high THEN Resistance is low (0.85) OR Resistance is high (0.15)

Figure 11. Performance of solution annealed standard 22 Cr DSS neural-fuzzy network and "rules" generated
Rules:

1: IF Log p.p.H\textsubscript{2}S is low THEN Resistance is low (0.53) OR Resistance is high (0.47)
2: IF Log p.p.H\textsubscript{2}S is med THEN Resistance is low (0.78) OR Resistance is high (0.22)
3: IF Log p.p.H\textsubscript{2}S is high THEN Resistance is low (1.00)
4: IF Temperature is low AND Log NaCl is low THEN Resistance is low (0.74) OR Resistance is high (0.26)
5: IF Temperature is high AND Log NaCl is low THEN Resistance is high (1.00)
6: IF Temperature is low AND Log NaCl is med THEN Resistance is low (0.78) OR Resistance is high (0.22)
7: IF Temperature is high AND Log NaCl is med THEN Resistance is low (0.59) OR Resistance is high (0.41)
8: IF Temperature is low AND Log NaCl is high THEN Resistance is low (0.89) OR Resistance is high (0.11)
9: IF Temperature is high AND Log NaCl is high THEN Resistance is low (0.81) OR Resistance is high (0.19)
10: IF pH is low THEN Resistance is low (0.87) OR Resistance is high (0.13)
11: IF pH is med THEN Resistance is low (0.79) OR Resistance is high (0.21)
12: IF pH is high THEN Resistance is low (0.69) OR Resistance is high (0.31)

**Figure 12.** Performance of cold-worked standard 22 Cr DSS neural-fuzzy network and "rules" generated
Rules:

1: IF Log p.p.H₂S is low AND Log NaCl is low THEN Resistance is low (0.09) OR Resistance is high (0.91)
2: IF Log p.p.H₂S is med AND Log NaCl is low THEN Resistance is low (0.09) OR Resistance is high (0.91)
3: IF Log p.p.H₂S is high AND Log NaCl is low THEN Resistance is low (0.09) OR Resistance is high (0.91)
4: IF Log p.p.H₂S is low AND Log NaCl is med THEN Resistance is low (0.09) OR Resistance is high (0.91)
5: IF Log p.p.H₂S is med AND Log NaCl is med THEN Resistance is low (0.09) OR Resistance is high (0.91)
6: IF Log p.p.H₂S is high AND Log NaCl is med THEN Resistance is low (0.30) OR Resistance is high (0.70)
7: IF Log p.p.H₂S is low AND Log NaCl is high THEN Resistance is low (0.09) OR Resistance is high (0.91)
8: IF Log p.p.H₂S is med AND Log NaCl is high THEN Resistance is low (0.33) OR Resistance is high (0.67)
9: IF Log p.p.H₂S is high AND Log NaCl is high THEN Resistance is low (1.00)

Figure 13. Performance of solution annealed high alloy DSS neural-fuzzy network and "rules" generated
Rules:

1: IF Log p.p. H₂S is low AND Log NaCl is low AND pH is low THEN Resistance is low (0.26) OR Resistance is high (0.74)
2: IF Log p.p. H₂S is high AND Log NaCl is low AND pH is low THEN Resistance is low (0.42) OR Resistance is high (0.58)
3: IF Log p.p. H₂S is low AND Log NaCl is high AND pH is low THEN Resistance is low (0.58) OR Resistance is high (0.42)
4: IF Log p.p. H₂S is high AND Log NaCl is high AND pH is low THEN Resistance is low (1.00)
5: IF Log p.p. H₂S is low AND Log NaCl is low AND pH is high THEN Resistance is low (0.26) OR Resistance is high (0.74)
6: IF Log p.p. H₂S is high AND Log NaCl is low AND pH is high THEN Resistance is low (0.26) OR Resistance is high (0.74)
7: IF Log p.p. H₂S is low AND Log NaCl is high AND pH is high THEN Resistance is low (0.26) OR Resistance is high (0.74)
8: IF Log p.p. H₂S is high AND Log NaCl is high AND pH is high THEN Resistance is low (0.89) OR Resistance is high (0.11)
9: IF Temperature is low THEN Resistance is low (0.92) OR Resistance is high (0.08)
10: IF Temperature is high THEN Resistance is low (0.71) OR Resistance is high (0.29)

Figure 14. Performance of cold-worked high alloy DSS neural-fuzzy network and "rules" generated
Figure 15. User-friendly interface of the neural networks software for predicting general corrosion and sulphide stress corrosion cracking of duplex stainless steels.